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“Any sufficiently advanced technology is indistinguishable from magic” 
-- Arthur C. Clarke 

 

1.1 Introduction 
It is the year 2054 and John Anderton enters the subway station. A camera 
films his entrance and a central computer recognizes him as John Anderton. 
As a result, large screens show commercials that address him personally. 
The first one is for a car: “A road diverges in the desert. Lexus. The road 
you’re on, John Anderton, is the one less-traveled. Make sure you…” John 
is out of earshot before he can hear the end of it. “John Anderton, You could 
use a Guinness right about now!” is shouted at him while a screen on his left 
shows five huge glasses of the Irish stout. In this classic scene of the 2002 
movie ‘Minority report’ by Steven Spielberg, the viewer is treated to a 
glimpse of the future that contains personalized advertisements. 

Although the movie takes place in the year 2054 and can be classified as 
science fiction, personalized advertisements are by no means a future sce-
nario only. They can already be found in the form of personal recommenda-
tions provided by online stores like Amazon and Netflix. But nowadays, 
personalization can also be found in other formats. Governments provide 
their citizens with personalized portals and museums provide their guests 
with personalized tours which can be consulted on handheld devices, to 
name just a few examples. 

The essence of personalization is that communication is geared towards 
an individual’s characteristics, preferences and context. In the current com-
munication landscape this is often done electronically. This heavy focus on 
the individual has its consequences for design. How can the correspondence 
between electronically personalized communication and the individual be 
optimized? How does one deal with delicate issues like privacy, trust and 
the need for control? And how do you evaluate a website when it looks dif-
ferent to each individual? 

This thesis focuses on attuning the user-centered design approach to the 
context of electronic personalization. Four studies will show how design and 
evaluation methods can be brought into action during the different phases of 
the user-centered design process of electronic personalization and can tackle 
the implications of dealing with electronic communication that is tailored to 
the individual. In this chapter, we will introduce the reader to the main con-
cepts of this thesis and their origins: personalization and user-centered de-
sign. 
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1.2 Personalization: An overview 
The idea of personalizing electronic communication arose in the early 1980s 
(Weibelzahl, 2003). According to Brusilovsky (2001), the first research on 
personalization1 dates to the early 1990s, with the amount of research done 
on the topic taking off after 1996. This was due to the growing popularity of 
the World Wide Web and the possibilities it offered for creating personal-
ized media content. Furthermore, by then researchers realized that personal-
ization proved to add value and was therefore worth pursuing. Finally, 
around this time, the commercial sector realized that electronic personaliza-
tion could be a fruitful replacement of the mass marketing techniques ap-
plied up to that point. Hence, the use of personalized marketing features was 
introduced, thereby offering personalization to the public at large (Kobsa, 
2001). 

Although personalization can have different goals and can make use of 
different instruments, its basic workings are roughly the same. We will now 
elaborate on the two phases that are elemental in the process of creating 
tailored communication: user modeling and personalizing output. 

1.2.1 User modeling 
Before system output can be personalized, for each user a file must be cre-
ated, called a user model. In this model, information about a particular user 
is stored. On the basis of the information stored in the user model, the sys-
tem determines if output needs to be tailored for the individual and, if so, in 
what form. It is also possible to tailor output to a homogeneous group of 
users. In this case, the personalization of output is based upon a group 
model: a file containing information about a particular group of users. 

User modeling is concerned with the creation of a valid model of an in-
dividual user. Based on Kobsa, Koenemann and Pohl (2001), we list the 
kinds of data that can be used to create a user model:  
1. User data: 
§ Demographic data 
§ User knowledge 
§ User skills and capabilities 
§ User interests and preferences 
§ User goals and plans 

2. Usage data: 
                                                   
1 Whenever I talk of personalization in this thesis, I mean personalization done by interac-
tive systems, unless explicitly stated otherwise. 
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§ User clicking 
§ User viewing times 
§ User ratings 
§ User tags 
§ User purchases or related actions 
§ Browser actions (e.g., saving, printing) 

3. Environment data: 
§ Software environment 
§ Hardware environment 
§ User location 

These data can be collected implicitly and/or explicitly. If data are collected 
only implicitly, they are inferred from user behavior. When personalization 
is based upon implicitly collected user data, the system is adaptive. Users 
can also explicitly state what they would like the personal output to look 
like, which is then stored in the user model. In this case, a system is adapt-
able. Many personalized systems offer adaptive as well as adaptable fea-
tures (Wu, Im, Tremaine, Instone, & Turoff, 2003). 

A personalized system collects one or more kinds of data and then ap-
plies rules to interpret these kinds of data and to make inferences based on 
this data. For example, if John uses an online bookstore to purchase biogra-
phies of the painters Van Gogh, Monet, and Renoir, the system may deduce 
that John is interested in books about Impressionist painters. Consequently, 
this inference is stored in John’s user model. To discuss the methods of ac-
quiring and interpreting the kinds of data listed above would be a technical 
matter and outside the scope of this thesis. We refer those who are interested 
to Kobsa et al. (2001). 

1.2.2 Personalizing output 
Once a user model is created, it can be used to decide whether or not to tai-
lor output. If the rules in a system lead to the decision to tailor output for an 
individual, many different techniques can be used. Several overviews of 
these techniques have been published (Brusilovsky, 1996, 2001; Knutov, De 
Bra, & Pechenizkiy, 2009; Kobsa, Koenemann, & Pohl, 2001) that display a 
large degree of overlap. Based on these overviews, we list the possible 
forms of personalized output. 
Adaptation of content. This type of personalization deals with tailoring the 
content of an entire or parts of a communication message (e.g., a Web page 
or a video), or one or more fragments thereof. In the first case, there will be 
different messages prepared for different kinds of users, and the system will 
decide which message will be presented to each user. When one or more 
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fragments of the message will be personalized, there exists a general mes-
sage that will be presented to all users, but certain parts will be tailored by, 
for example, leaving out parts or rearranging the text in the message to bet-
ter suit the receiver. 

Examples: Amazon’s book recommendations; the adaptable homepages 
of major search engines like Google (iGoogle) and Yahoo! (My Yahoo!). 
Adaptation of presentation. This type of personalization deals with tailor-
ing the layout of a message or the modality in which it is presented. 

Examples: A Web site that provides content in different modalities to 
print-disabled users; a Web site that only shows text when accessed by 
means of a mobile phone. 
Adaptation of navigation. This type of personalization deals with tailoring 
the way in which a user navigates through a system (e.g., a Web site) or 
through the Internet in general. In the case of a closed hyperspace like a 
Web site, the adaptation can take the form of creating personalized tours, 
hiding links, or sorting links personally. Personalizing navigation in an open 
hyperspace, like the World Wide Web, is mostly done by means of person-
alized search engines. 

Examples: A search engine that removes results that are irrelevant for a 
specific user; a digital museum guide that only displays art pieces of the 
user’s favorite artists. 
Adaptation of user input. This type of personalization deals with tailoring 
the text in entry fields, which originally had to be filled in by users them-
selves. This text can either be incorporated from a user’s user model or be 
collected from a connected system in which the user also has a user model 
and the required information is already known. Furthermore, information 
submitted by the user can be expanded with user-related data. 

Examples: Pre-filled online government forms; automated tagging of 
photos uploaded to a photo sharing service. 

1.2.3 A definition of personalization 
Based on our discussion of user modeling and personalizing output, we de-
fine personalized systems by expanding on the definition of an adaptive sys-
tem given by Benyon & Murray (1993). 
 
Personalized systems are systems that can alter aspects of their content, 
structure, functionality or interface on the basis of a user model generated 
from implicit and/or explicit user input, in order to accommodate the differ-
ing needs of individuals or groups of users and the changing needs of users 
over time. 
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In this section, we have described the generation of personalized system 

output, a process that requires several steps, such as user modeling and per-
sonalizing output. This makes it different from the generation of “tradi-
tional” one-size-fits-all output, which is relatively straightforward. Personal-
ization can be seen as a specific way of analyzing the audience and, conse-
quently, tailoring communication. In that sense, personalization is not only a 
technical process, but also a rhetorical process. 

1.3 Personalization, rhetoric, and the audience 
In order to get to the source of personalization, we must go back to ancient 
Greece. In Phaedrus, which Peters (1999) characterizes as the first book on 
communication science, Socrates and Phaedrus discuss love and the founda-
tions of rhetoric (Plato, trans. 2005). While discussing these foundations, a 
fictive Socrates states: 
 
“Since the power of speech is in fact a leading of the soul, the man who 
means to be an expert in rhetoric must know how many forms soul has. 
Thus their number is so and so, and they are of such and such kinds, which 
is why some people are like this, and others like that; and these having been 
distinguished in this way, then again there are so many forms of speeches, 
each one of such and such a kind. People of one kind are easily persuaded 
for one sort of reason by one kind of speech to hold one kind of opinion, 
while people of another kind are for some others sorts of reasons difficult to 
persuade” (Plato, trans. 2005, p. 271, c10–d5). 
 
Socrates explains here that people are not alike, but are individuals with 
unique characteristics, or small groups of similar individuals. Each individ-
ual or small homogeneous group is best persuaded by applying a tailored 
rhetorical approach. 

After stating that there are different kinds of people who require differ-
ent kinds of persuasion, Socrates describes the competences a rhetorician 
needs to create a speech that is tailored to the characteristics of the listener 
and that thereby achieves successful persuasion. 
 
“…when he both has sufficient ability to say what sort of man is persuaded 
by what sorts of things, and is capable of telling himself when he observes 
him that this is the man, this the nature of person that was discussed before, 
now actually present in front of him, to whom he must now apply these 
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kinds of speech in this way in order to persuade him of this kind of thing 
when he now has all of this, and has also grasped the occasions for speaking 
and for holding back, and again for speaking concisely and piteously and in 
an exaggerated fashion, and for all the forms of speeches he may learn, rec-
ognizing the right and the wrong time for these, then his grasp of the science 
will be well and completely finished, but not before that” (Plato, trans. 
2005, p. 271, e1–272, a5). 
 
The competences that Socrates mentions also describe the steps by which a 
rhetorician must tailor a speech. First, the rhetorician has to identify the in-
dividual listener (“this is the man”). The rhetorician then needs to get to 
know and understand this individual listener (“this [is] the nature of person 
[…] now actually present in front of him”). For each individual listener, the 
rhetorician can decide upon a suitable goal to be achieved by means of 
rhetoric (“to persuade him of this kind of thing”). Taking the individual lis-
tener’s characteristics and the goal to be achieved into consideration, the 
rhetorician needs to decide upon a suitable communication strategy (“he 
must now apply these kinds of speech”). And even these strategies can be 
tailored into specific presentation forms (“apply these kinds of speech in this 
way in order to persuade him”). In short, the steps to create a personalized 
message are, according to Socrates: 
1. Identify the individual. 
2. Get to know the individual. 
3. Set a communication goal for the individual. 
4. Tailor the rhetorical approach to the individual. 
5. Tailor the communication content to the individual. 

Interestingly, these steps resemble the steps in the personalization proc-
ess as performed by many personalized systems. In Table 1.1, we have 
listed the rhetorical steps to personalization side by side with the steps of the 
technical personalization process, as characterized in Paramythis and 
Weibelzahl (2005). The table shows that in both approaches to personaliza-
tion, first, the user is identified. Then, the rhetorician has to get to know him 
or her, or a user model has to be created. Next, a communication goal is set, 
while in the technical counterpart it is decided whether personalization is 
appropriate in a given situation and what this personalization should entail. 
And finally, the actual content of the message is tailored. 

Although the steps in both processes are very similar, the means by 
which the personalized message is conveyed are very different. Socrates 
argued that tailoring a speech to the individual can only be done by means 
of personal conversations (Peters, 1999). The written word, or broadcasting 
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in general, is to be considered an inferior means of communication, as the 
message to be communicated cannot be geared to the characteristics of an 
individual, and thereby loses persuasive strength. 
 
“And when once it is written, every composition trundles about everywhere 
in the same way, in the presence both of those who know about the subject 
and of those who have nothing at all to do with it, and it does not know how 
to address those it should address and not those it should not” (Plato, trans. 
2005, p. 275, e1). 
 

Table 1.1 A comparison of rhetorical steps and the personalization process 
Rhetorical Steps Personalization Process 

Identify the individual Identify user 

Get to know the individual 
Collect user data 
Interpret user data 

Set a communication goal for the individual Decide upon personalization 

Tailor the rhetorical approach to the individual 
Tailor the communication content to the individual Apply adaptation 

 
Socrates believed personalized messages to be more persuasive than 

general ones. And for many centuries, face-to-face communication was the 
only means to guarantee that personalization could be successful. However, 
the possibilities for tailoring mediated messages to an audience (or to audi-
ence segments) have changed due to the evolving nature of audiences, new 
methods of analyzing these audiences, and advances in technology. Ulti-
mately, this has led to a situation in which personalization can be achieved 
electronically. In the next sections, we will set out how the view on “the 
audience” has evolved. This will show how the ancient starting point (per-
sonalization by means of face-to-face communication) has changed into the 
current situation (personalization by means of interactive media), and what 
consequences this has for the design of systems that aim at an audience of 
one. 

1.3.1 The audience 
Audience is the term that originally was used for the spectators in ancient 
Greek and Roman theaters and arenas, gathered to view a play or spectacle. 
Different kinds of events would attract different kinds of audiences, varying 
in, for example, education or social status. In the last 500 years, technologi-
cal innovations have transformed the way in which we approach and per-
ceive audiences, who have evolved from relatively small and homogeneous 
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groups of people into large and heterogeneous masses catered to by the 
mass media. This process primarily started in 1456 with the invention of 
printing, which allowed communicators to communicate their message to a 
larger and often unknown audience. Several centuries later, the industrial 
revolution and urbanization created a situation in which large geographi-
cally concentrated audiences could be reached more easily by means of 
newspapers and movie theaters. In the 1920s, the introduction of commer-
cial broadcasting further reduced the limitations of the mass media’s de-
pendence on location. National radio shows, and a few decades later televi-
sion shows, created nationwide audiences. Finally, the growing availability 
of Internet connections in the 1990s created the possibility for communica-
tors to reach people, unconstrained by any geographical boundaries. 

Creating one definition of “audience” to fit all the different strands of re-
search that focus on addressing audiences is impossible (Webster, 1998). 
With this in mind, McQuail (1997) constructed a typology of “audiences” 
that spans the different research focuses. His typology classifies the research 
focuses on audiences by using a societal or a media perspective and subse-
quently a macro- or micro-level view. 

On a macro-societal level, an audience is a group of people who can be 
considered a collective before their identification as an audience. An exam-
ple of such an audience are the employees of an organization who are ad-
dressed through a company newsletter. The audience on a micro-societal 
level is the individual who chooses for himself or herself which TV program 
to “consume” or which Web site to visit. This view of the audience is cen-
tral in the uses and gratifications theory, originally developed by Katz, 
Blumler, and Gurevitch (1973). According to the uses and gratifications 
theory, each media consumer consciously chooses the medium and message 
he or she wants to consume in order to fulfill a certain need (e.g., being in-
formed of the latest news or being entertained). 

McQuail’s other perspective on audience, the media perspective, ap-
proaches people as a mass. On a macro level, a media audience consists of 
all the people who consume media content transmitted by one particular 
medium (e.g., the television audience or the book-reading public). More 
specific is the media audience on a micro level. This is the audience of one 
particular medium transmission. What binds these people is their consump-
tion of a certain medium transmission (e.g., Monday night’s eight o’clock 
news) and not their shared psychological or demographical characteristics. 

The societal perspective on audiences can be characterized as a bottom-
up perspective and focuses on the individual’s motivations to consume cer-
tain media content or the small group’s commonalities that makes them in-
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teresting as a media audience. The media perspective is a top-down one. 
Instead of perceiving the individual or small group as the main party in the 
act of media consumption, the media perspective perceives the medium or a 
single transmission as the instigator of media consumption to which an au-
dience is drawn. This perspective is prominent in media research and the 
design of media content (McQuail, 1997). In order to grasp commonalities 
among audience members, and to gear their communication towards these 
commonalities, players in the media analyze their audiences. 

1.3.2 Analyzing the audience 
The goal of audience analysis is “to identify its needs, document the per-
ceived costs and benefits of addressing the needs, and formulate a program 
that addresses the needs in the most cost-beneficial manner to both the [re-
ceiver] and the [sender of the message]” (Lefebvre & Flora, 1988, p. 303). 
Napoli (2008) has outlined the evolution of audience analysis, a process 
strongly influenced by technological innovations. In the pioneering days of 
the mass media, audience analysis was performed by means of what Napoli 
calls the intuitive model: communicators applied their common sense and 
“gut feeling” to characterize their audience and to determine how it could be 
served best. After the Great Depression in the United States, the need for a 
better understanding of the audience arose as movies were becoming more 
expensive to produce and competition among media was growing. There-
fore, a more systematic approach to audience analysis was applied. Sources 
such as box office figures, radio sales, or letters of complaint were used to 
deduce who was receiving the message and how it was appreciated. In the 
1970s, the introduction of electronic information systems facilitated new 
ways of analyzing audiences. Large quantities of data could be easily col-
lected (by means of sales systems or television set-top boxes), analyzed, and 
interpreted; and, as a result, a shift in focus took place. Instead of focusing 
on the number of people who had received a message and on their reception 
of the message, audience analysis increasingly focused on the demographics 
of the audience. 

With the growing use of the Internet and the development of technolo-
gies like data mining, audience analysis has reached a whole new stage. The 
technological developments have provided an opportunity to collect data 
about individual audience members and to scrutinize their behavior at an 
extremely detailed level. It is, for example, possible to track and record an 
online bookstore customer’s behavior via mouse clicks, viewing times, pur-
chases, book ratings, etc. Subsequently, these data can be used to create a 
user model that states this user’s tastes in literature, inferred on the basis of, 
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for example, owned books. In short, user modeling has made it possible to 
analyze audiences at a more detailed level than was possible before. 

1.3.3 Targeting audience segments 
As audience analysis was becoming a systematic undertaking, communica-
tors—marketers in particular—realized that they could communicate more 
successfully if they addressed a small homogeneous segment of an audience 
instead of a large and heterogeneous population (Haley, 1968). In order to 
create advertisements that would have a higher persuasive effect with a spe-
cific subsection of the audience, Smith (1956) introduced “audience seg-
mentation.” Audience segmentation has been defined as “the process of 
identifying groups of customers who are relatively homogenous in their re-
sponse to marketing stimuli, so that the market offering can be tailored more 
closely to meet their needs” (Brennan, Baines, & Garneau, 2003, p. 107). 
Audience segmentation, and the subsequent targeting of communication and 
product design at each segment, is done to find new, previously unaddressed 
target groups and to improve the communication to (potential) clients 
(Beane & Ennis, 1987). Ultimately, it has the potential to cater to the spe-
cific needs of customers and thus increase customer satisfaction and cus-
tomer loyalty (Van der Geest, Jansen, Mogulkoç, De Vries, & De Vries, 
2008). According to Kotler and Armstrong (1999), there are four kinds of 
data that can be used for audience segmentation: 
1. Geographic data—e.g., similar country or city of residence 
2. Demographic data—e.g., similar age, income or family size 
3. Behavioral data—e.g., similar use of media or knowledge 
4. Psychographic data—e.g., similar lifestyle or personality characteristics. 
Although segmentation has been reported to be beneficial when marketing 
products, it has also been heavily criticized by scholars. The major criti-
cisms of dividing an audience into segments are that there is no a priori 
segmentation approach that yields the best results, audience segments are 
often not discriminating and overlap, and, finally, segments are not stable, 
as people’s characteristics and interests change constantly (Hoek, Gendall, 
& Esslemont, 1996). These drawbacks have led communicators to consider 
other ways of targeting their communication, mostly by focusing on indi-
viduals and addressing their unique characteristics, preferences, and con-
texts (Kara & Kaynak, 1997). 

In the area of mediated communication, the possibilities of targeting 
communication at individuals have grown rapidly with the introduction of 
user modeling. Based upon a user model, a system can tailor output to each 
individual’s unique needs, wishes, and context: personalization. Together 
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with user modeling, personalization changes the way in which communica-
tors perceive and communicate with their audience. As a result, one can 
wonder what the importance and meaning of a concept like “audience” en-
tails in this context. When the audience at large is replaced by a collection 
of individuals who are to be addressed with an individual message, do we 
even need a concept of “audience”? 

1.3.4 Witnessing the end of the audience as we know it 
Driven by advances in technology, the role of the individual audience mem-
ber has transformed from a receiving party to the individual that is actively 
involved in the creation of a message. This shift is made possible by techno-
logical advances like hypermedia, cross-media, and user-generated content. 
Hypermedia has introduced a way of media consumption in which the indi-
vidual audience member has gained control over the order in which content 
is consumed (Cover, 2006). And due to another innovation, cross-media, a 
message is not distributed by means of only one medium, but by different 
media that augment each other. For example, a television channel broadcasts 
a documentary about genetically modified rice after which a Web site facili-
tates a discussion on the topic between experts and viewers of the television 
broadcast. At the moment of writing, the latest development that has trans-
formed the role of the audience is user-generated content (UGC). The Or-
ganisation for Economic Cooperation and Development (2007) has defined 
UGC as publicly available user content in which creative effort has been 
invested and that is created outside of professional routines and practices. 
Well-known examples of UGC collections are Flickr (www.flickr.com), 
where Web site visitors can place and tag (label) photos, and Wikipedia 
(www.wikipedia.org), a Web site where users can coauthor and coedit an 
encyclopedia. 

Newly available technologies have enabled individuals to publish and 
personalize their own media content. As a result, the audience has trans-
formed from a collective mass, traditionally addressed with one-way com-
munication media, to unique individuals who are offered a more and more 
active role in the construction of a message (Livingstone, 2003; Tauder, 
2005). This transformation is reflected in three changes in the traditional 
roles of communication senders and receivers and their relationships with 
each other (Bruns, 2007): 
1. Senders do not consist of selected individuals or groups anymore, but of 

(a community of) different people with their own geographical location, 
knowledge, etc. 
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2. One person may assume different roles: generating the message at one 
moment, and consuming it at the other. 

3. A message is continuously being created and is never finished. 
These changes cast a new light on the traditional roles that senders and re-
ceivers have been allocated in communication theory in the past. People can 
be senders and receivers at the same time and later become receivers again. 
The roles of senders and receivers were conceived to be predefined and 
static, but are now dynamically assigned, depending on the task at hand. 
Communication has become a collaborative effort. As a result, professional 
communicators—and especially professional communicators working in the 
field of new media—should ask themselves whether they should still con-
sider their target groups as audiences, as collective masses to be reached 
with one general message. Might it not be better to take a micro-societal 
view of the audience, the individual, and to reconsider the role of the indi-
vidual in message construction and consumption? 

The aforementioned changes in mediated communication make the term 
user more appropriate than audience member for characterizing the individ-
ual interaction with novel communication techniques like UGC and person-
alization. A user is an individual who can take on different communicative 
roles within one specific situation of use, like receiving and contributing 
content. In contrast, audience members are part of a mass, are primarily on 
the receiving end of communication, and are relatively passive during in-
formation consumption. 

The shift of focus from a collective audience to individual users, served 
by personalization, requires a change in message design. The tools on which 
communicators have relied for decades are to be replaced; user modeling 
takes the place of audience analysis; and segmentation is put to its extreme 
in the process of personalization. As personalized messages are extremely 
sensitive to a correct correspondence with the individuals needs, wishes, and 
context (Kara & Kaynak, 1997), a heavy focus on the individual user 
throughout the design process is conditional (Canny, 2006). One way to 
ensure this correspondence is User-Centered Design. 

1.4 User-centered design and personalization 
In the mid-1980s, two publications introduced the User-Centered Design 
(UCD) approach (Gould & Lewis, 1985; Norman, 1986). In essence, UCD 
is a design approach in which the (prospective) user is the focus of attention 
and is consulted in all phases of the system design. In their landmark article, 
Gould and Lewis (1985) list three principles of UCD: 
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1. An early focus on users and tasks. Users should be consulted as early as 
possible, before system design, about their characteristics, needs, and 
wishes. 

2. Empirical measurement. Studies should focus on actual user behavior 
and be conducted empirically. 

3. Iterative design. Every substantial new version of the system should be 
tested with users, and the results of these studies should be incorporated 
in the next version of the system. 

Later, they added a fourth principle, stating that systems should not be de-
signed in isolation, but that all system aspects affecting usability (e.g., help 
functions or using multiple channels) should be designed in accordance and 
under one management body (Gould, Boies, & Lewis, 1991). These princi-
ples remain very abstract. In order to increase the practical value of the ap-
proach, Maguire (2001) divided the system development process into five 
phases: 
1. Planning. In this phase the activities in the UCD process for a system are 

planned and geared upon each other 
2. Context of use. In this phase the context of use of the prospective user is 

investigated 
3. Requirements engineering. In this phase demands on the system design 

are elicited from relevant sources (e.g., prospective users) and translated 
into requirements. 

4. Design. In this phase the system is designed. 
5. Evaluation. In this phase the system is evaluated in order to get redesign 

input (formative evaluation) or to assess its effectiveness and usability 
(summative evaluation). 

This development process should not be seen as a waterfall process in which 
phases are finished and not to be returned to. Instead, as stated in the third 
principle of UCD, the process is iterative and if necessary, designers should 
return to previous phases if the situation asks for it. For example, when a 
design team discovers that a requirement needs to be adjusted because of 
results of the formative evaluation, they should go back to the requirements 
phase.  

So how is the UCD approach different for personalized systems? Tradi-
tionally, design has centered on abstractions of users, like audience seg-
ments or personas. System output had to comply with the needs, prefer-
ences, and contexts of these groups. When dealing with personalization, the 
design team’s focus should be on the individual user. They have to ensure 
that personalized output is useful for every individual working with the per-
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sonalized system in his or her unique context. Furthermore, the design team 
should focus on specific usability problems throughout the UCD process. 

1.4.1 Identifying and preventing usability problems 
Several authors have discussed how one can evaluate personalized systems. 
Gena (2005) and Gena and Weibelzahl (2007) have listed the methods that 
one can possibly apply during the UCD process of a personalized system. 
And although these overviews are a good reference point for the decision of 
which method to use at a given moment, they do not present a coherent ap-
proach in which multiple methods are used and geared toward each other. 
These overviews and several other publications, for example Höök (1997) 
and Weibelzahl (2005), have listed some pitfalls and ways to overcome 
them. The majority of these issues concern the design of a valid effective-
ness measurement of a personalized system. The issue of applying UCD 
methods for understanding how users experience personalized output, and 
how this experience can be improved upon is rarely addressed in the litera-
ture. 

A series of publications that give shape to the user experience with a 
personalized system has been written by Jameson (2003; 2007; 2009). Here, 
he lists seven usability issues that have a critical influence on users’ satis-
faction with personalization. These usability issues are not new, but with the 
rise of personalization, they have acquired a new meaning and increased 
importance. They are: 
1. Predictability. Users must be able to predict the consequences of their 

actions for the generation of personalized output. 
2. Comprehensibility. Users must be able to understand how user modeling 

and the tailoring of system output works. 
3. Controllability. Users must be able to control their user model and the 

generation of personalized output. 
4. Unobtrusiveness. Users must be able to complete their tasks without 

being distracted by personalization features. 
5. Privacy. Users must not have the feeling that the generation of a user 

model infringes on their privacy. 
6. Breadth of experience. Users must not lose the possibility of discovering 

something new because output only complies with their user model. 
7. System competence. Users must not have the feeling that the system 

creates an invalid user model or does not personalize output success-
fully. 
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In order to ensure that a personalized system is designed such that it count-
ers the possible negative effects of these issues, they have to be taken into 
account throughout the design process. 

1.5 Thesis outline 
The goal of this thesis is to contribute to the UCD toolkit for designers of 
personalized systems. Therefore, I will present four studies that provide ei-
ther methodological implications or design guidelines, and span the differ-
ent phases of the UCD process. 

Chapter 2: The role of trust and controllability in user accep-
tance of online content personalization 
Chapter 2 focuses on the context of use phase in the UCD process. Accord-
ing to Maguire (2001), this is the moment to investigate the environment 
(technical, physical, as well as organizational) in which the technology will 
be used, the tasks that it must support and the users that will be using the 
new technology. Part of getting to know the users deals with understanding 
their attitudes towards the new technology. Do prospective users trust the 
new technology? Do they think it is an improvement over readily available 
technologies? User attitudes like these need to be understood by the design 
team and taken into account during the design of new technology. As a re-
sult, a new technology has a higher chance of user acceptance. 

In this chapter, I report a large-scale web survey that has the goal to un-
derstand user acceptance of online content personalization, a popular form 
of tailoring website content. More specifically, the study focuses on the role 
of trust in the organization, trust in the technology and perceived controlla-
bility in the formation of the decision to (not) use this technology. These 
factors have been identified as important barriers to use personalization by 
several authors (Jameson, 2007; Pieterson, Ebbers, & Van Dijk, 2007). 

Chapter 3: User requirements engineering for a personalized 
social support e-service 
Chapter 3 takes on the next phase in the UCD process: requirements engi-
neering. User requirements engineering has been defined as “all the activi-
ties devoted to identification of user requirements, analysis of the require-
ments to drive additional requirements, documentation of the requirements 
as a specification, and validation of the documented requirements against 
the actual user needs” (Saiedian & Dale, 2000, p. 420). I show how user 
requirements for a personalized e-Service can be elicited and engineered, 
utilizing interviews with potential users, low-fidelity prototyping and 
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evaluation of this prototype. Furthermore, I will also demonstrate the added 
value of conducting these activities. 

Chapter 4: User-centered evaluation of personalized systems: A 
literature review 
Chapter 4 is centered on the fifth phase in the UCD process: evaluation. It 
reports a literature review that gives an overview of published user-centered 
evaluations of personalized systems. It describes how these evaluations have 
been conducted and which lessons we can learn from them. Furthermore, it 
provides the reader with practical information on how to improve upon typi-
cal evaluation practice. 

Chapter 5: Identifying usability issues for personalization during 
formative evaluations: A comparison of three methods 
Chapter 5 deals with the final phase in the UCD process, evaluation, as well.  
It reports on a study that compared the usefulness of three methods, concur-
rent thinking-aloud, interviews and questionnaires, for assessing usability 
issues for personalization (predictability, comprehensibility, etc.), as well as 
the perceived usefulness of personalization. This is done by evaluating a 
personalized internet meta-search engine with all three methods. 

Chapter 6: Reflection 
In the final chapter of this thesis, I will first summarize the findings of the 
four studies. Then, I will reflect on some dominating views on personaliza-
tion in the scientific literature and discuss how I think future design, evalua-
tion and research should deal with these convictions. How does UCD align 
with a technical view on designing and evaluating personalization? Is per-
sonalization always better than technology that does not tailor to the indi-
vidual? And what is the role of the user experience in design in relation with 
effectiveness and efficiency? 
 



 

 25 



 

 26 

In chapter 1, I have introduced the key concepts of this thesis: personaliza-
tion and user-centered design. The first empirical chapter of this thesis 
deals with the first phase of the user-centered design process in which the 
(prospective) user is consulted: the context of use phase. Here, the design 
team needs to get to know the (prospective) users and their attitudes to-
wards the new technology. 

In the next chapter, I discuss a large-scale online experiment that has 
the goal to explore a set of these attitudes. More specifically, the study aims 
to investigate the role of trust and controllability in the formation of the 
decision to (not) use online content personalization, a popular form of tai-
loring content to an individual’s characteristics, preferences and context. 
This knowledge can then be translated into user requirements for online 
content personalization in general. 
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The Role of Trust and Controlla-

bility in User Acceptance of 
Online Content Personalization 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
An earlier version of this chapter, coauthored with Thea van der Geest, Lid-
wien van de Wijngaert, Stéphanie van den Berg and Michaël Steehouder, is 
in review. 
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“Never trust anything that can think for itself if you can’t see where it keeps 
its brain.” 

-- Arthur Weasley in Harry Potter and the chamber of secrets 
 

2.1 Introduction 
Content personalization is a form of personalization that is becoming a 
common practice on the World Wide Web. It takes many different forms: 
inserting information, removing information, altering fragments of text, re-
arranging information, etc., all based on knowledge of the user (Knutov, De 
Bra, & Pechenizkiy, 2009). Based on the definition by the World Wide Web 
Consortium (Lewis, 2005), we define content personalization as the process 
of selecting, generating or modifying content units (e.g., text, pictures or 
video) in a given delivery context, based on user characteristics. If a visitor 
to a sports website, for example, only reads articles on soccer, the website 
may display new articles on soccer more prominently on its main page in 
the future. The goal of this technique is for people to more readily see, or be 
directed to, personally relevant information. This is especially relevant in 
large information databases (like a news website, an electronic learning en-
vironment or a digital museum catalogue). As a result, users can have a 
more efficient and satisfying experience with an information system. Tam 
and Ho (2006) have found that people find personalized content useful and 
are eager to explore personalized content further. Colineau and Paris (2009) 
found that people find the information they need more quickly when they 
can make use of content personalization. Content personalization techniques 
have been successfully applied in the context of personalized museum 
guides (e.g., Stock et al., 2007), online medical information (e.g., Cawsey, 
Grasso, & Paris, 2007) and content on mobile devices (D. Zhang, 2007). 

Many factors influence a person’s decision to use a specific technology 
like online content personalization. To provide a technology that is accepted 
by potential users, it is vital to determine which factors play a role in the 
formation of users’ decisions and their relative importance. This knowledge 
can then be translated into design requirements. However, in the case of 
online content personalization and personalization in general, knowledge 
about the factors that shape users’ decisions to accept this technology is 
scarce. Therefore, this study aims to answer the following research question: 
 
What is the role of trust in the organization, trust in the technology and per-
ceived controllability in the intention to use online content personalization? 
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In an online survey environment, 1,141 adult participants were shown 
scenarios describing a non-personalized e-government webpage with 
neighborhood information and one of four scenarios describing an adaptive 
or adaptable variant of the same page. The scenarios for personalized vari-
ants demonstrated different user modeling strategies. Finally, the partici-
pants completed an online survey. 

2.2 Theoretical background 

2.2.1 Content personalization: User-modeling strategies 
The basis for personalization is always a user model: a file containing in-
formation about an individual’s characteristics, preferences and context. 
This information is based upon interpretations of user or usage data. The 
system uses this interpreted data to infer what content is most suitable for an 
individual. Often, the collection of data about a user and the interpretation of 
this data are unobtrusive. When the user is not explicitly involved in the 
construction of the user model and the personalization of content based 
upon this model, a system is called adaptive. An example is Google adds. 
Other systems allow users to explicitly indicate how they want their person-
alized content to look; the personal BBC homepage (http://www.bbc.co.uk) 
is a well-known example. In this case, a system is adaptable. 

The literature on audience segmentation mentions four types of data that 
can be used by a system to reason about users (Kotler & Armstrong, 1999). 
They are:  
1. Geographic data: e.g., a person’s country, city, or neighborhood of resi-

dence; 
2. Demographic data: e.g., age, income, or family size; 
3. Behavioral data: e.g., visited web pages or time spent on a web page; 
4. Psychographic data: e.g., a person’s social class, lifestyle, or personality. 
After interpreting this data, inferences can be made. For example, a visitor 
to an online e-government service submits an e-form including the birth date 
February 2, 1937. The system interprets this entry as the user characteristic 
“65+” in the user model. Next, the inference is made that this person will be 
interested specifically in government information for seniors; hence, the 
user is shown this information on his/her personal myGovernment website. 

The use of each subsequent type of data requires a more complex inter-
pretation with a higher degree of uncertainty of a correct inference. An ex-
ample of a simple interpretation and relatively straightforward inference was 
given above, in the example of government information for senior citizens. 
We will illustrate the complexity involved and the high degree of uncer-
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tainty with an example utilizing psychographic data. Suppose that, on the 
basis of a completed personality questionnaire administered while logging 
in to a municipal website for the first time, the characteristic “leadership 
qualities” is inferred and stored in an individual’s user model. Using this 
information, the website displays a recruitment text for a participatory coun-
cil in the city. The interpretation in this example is very complex because 
several rules must be designed and applied to derive personal interests from 
questionnaire results. Consequently, the inference has a degree of uncer-
tainty. After all, not all people who have leadership qualities will be willing 
to take a seat on a participatory council. An incorrect inference will likely 
result in user dissatisfaction as the content personalization is perceived as 
irrelevant or even erroneous. 

The use of a different type of data may also affect users’ concerns re-
garding their privacy. People are less likely to perceive the use of data as 
infringing their privacy when it is collected by a well-known organization, 
can be controlled by the individual, is perceived to be relevant for service 
provision, and can easily be used to make correct inferences about the indi-
vidual (Culnan, 1993). According to several studies (Andrade, Kaltcheva, & 
Weitz, 2002; Malhotra, Kim, & Agarwal, 2004; Phelps, Nowak, & Ferrell, 
2000), people are more hesitant to provide information that clearly describes 
what kind of person they are (such as hobbies) rather than simple factual 
information (such as age). This means that using each subsequent data type 
(geographic, demographic, behavioral and psychographic) as the basis for 
personalization is likely to be considered more privacy infringing, and trust 
will play a more important role. 

Once user or usage data is interpreted and inferences are made, content 
can be personalized. As described in the introduction, this personalization 
can take many forms. Figure 2.1 displays the personalization process. 
 

 
Figure 2.1. The personalization process 
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2.2.2 User acceptance of personalized systems 
As the rise of personalized systems has only been recent, the number of 
studies of the user acceptance of personalized systems is limited. Moreover, 
the kinds of systems that have been studied differ widely. They are as di-
verse as adaptive museum guides (Cramer et al., 2008; Pianesi, Graziola, 
Zancanaro, & Goren-Bar, 2009), an intelligent refrigerator (Rothensee, 
2008), and a medical portal site (Pahnila, 2006). These studies uncovered a 
range of factors that contribute to a person’s decision to use or not use a 
specific form of personalization (e.g., fun, perceived system control and 
perceived quality of system feedback). Perceived usefulness was found to be 
the most important factor in the case of the three systems mentioned. 
Jameson (2007) lists several usability issues that can have a negative effect 
on a user’s experience of personalization, including diminished predictabil-
ity, infringement of privacy and diminished control. This last issue, control-
lability, has also been identified by Kay (2006) as an important system char-
acteristic that can hinder satisfaction with personalization. Another factor 
that is often named as a barrier to acceptance of personalization is a lack of 
trust (e.g., Chellappa & Sin, 2005; Pieterson, Ebbers, & Van Dijk, 2007). 
However, the identified factors seem to be eclectic and system- and situa-
tion-specific. 

A related strand of research deals with consumers’ reactions to the 
online collection of personal data for consumer profiling or audience seg-
mentation. Factors that influence consumers’ willingness to provide per-
sonal data for these goals include control over how their data is used (Graeff 
& Harmon, 2002; Olivero & Lunt, 2004), whether or not organizations 
share consumers’ personal data with other organizations (Ackerman, Cra-
nor, & Reagle, 1999), trust in Internet technology (Lusoli & Miltgen, 2009) 
and trust in an organization (Schoenbachler & Gordon, 2002). 

The most significant frameworks for studying user acceptance are the 
Technology Acceptance Model (F. D. Davis, 1986), the Unified Theory of 
Acceptance and Use of Technology (Venkatesh, Morris, Davis, & Davis, 
2003) and the Task-Technology Fit Model (Goodhue & Thompson, 1995). 
These models identify a limited number of factors to explain technology 
acceptance. For instance, the Technology Acceptance Model posits that the 
decision to use is affected by two factors: perceived usefulness and per-
ceived ease of use. However, after assessing these factors and their influ-
ence on the decision to use a given technology, the model can only predict 
whether potential users will accept this technology or not. The motives and 
attitudes that lead to acceptance remain unknown (Baaren, Van de 
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Wijngaert, & Huizer, 2008). In other words, the model has low explanatory 
power. Determining the influence of system-specific factors on the decision 
to use seems a more useful approach to guide the design of a system. The 
advice that a system should be controllable, for example, is more helpful for 
designers than the advice that a system should be useful. 

2.2.3 Trust and controllability 
Based on previous studies, trust and controllability appear to be two impor-
tant factors that determine whether a person will use personalization. There-
fore, the present study will explore their role in the context of user accep-
tance of online content personalization. 

Trust has been defined and operationalized very differently in the com-
prehensive literature on this topic. It can be approached one-dimensionally, 
as was done by Corritore, Kracher and Wiedenbeck (2003), who defined 
trust in the context of transactional or informational websites as “an attitude 
of confident expectation in an online situation of risk that one’s vulnerabili-
ties will not be exploited” (Corritore, Kracher, & Wiedenbeck, 2003, p. 
740). Others researchers posit the concept of trust to be multi-dimensional. 
Trust is not one attitude but is the combination of different attitudes towards 
different concepts. By applying a fine-grained notion of trust, our grasp of 
users’ motivation to trust a certain online service is better. Following Grab-
ner-Krauter (2002), we will divide the concept of trust into trust in the or-
ganization and trust in the technology. Both forms of trust reflect an indi-
vidual’s willingness to be vulnerable towards someone or something. 

Trust in an organization can be defined as “an individual’s belief that an 
organization will fulfill a task for the individual with the individual’s best 
interests in mind” (Mayer, Davis, & Schoorman, 1995, p. 712). In the con-
text of online content personalization, this means that an individual allows 
an organization to determine what is useful information for him or her be-
cause he or she believes that this organization will not exploit this opportu-
nity for causes that are not beneficial for the individual. Trust in the tech-
nology is defined as “an individual’s belief that using a specific technology 
is safe and secure” (McKnight, Choudhury, & Kacmar, 2002, pp. 304-305). 
Technological structures (e.g., encryption) should instill confidence in the 
individual that using the technology will not cause harm, such as theft of 
personal data. 

Controllability refers to a person’s choice to be part of communication 
between two parties and the possibility of influencing the communication 
(Liu, 2003). It is an important aspect of interactive communication (Liu & 
Shrum, 2002). In the context of personalization, Jameson (2007) defined 
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controllability as “the extent to which the user can bring about or prevent 
particular actions or states of the system if she has the goal of doing so” 
(Jameson, 2007, p. 447). In other words, a user of a personalized system 
should have the option of influencing the coming about of personalized out-
put. When a system provides personalized features, controllability becomes 
a crucial part of system usability (Jameson & Schwarzkopf, 2002). Espe-
cially in the case of adaptivity (where the user is not explicitly involved in 
the personalization process), it may be difficult, or even impossible, for us-
ers to influence this process. In a small-scale, qualitative study, Barkhuus 
and Dey (2003) found that perceived controllability decreases when systems 
make inferences about users without their involvement. Barkhuus and Dey 
also found that the perceived usefulness of the personalized features in-
creases when users are infrequently consulted or not consulted during the 
personalization process. According to Godek and Yates (2005), this trade-
off is only applicable in contexts where personalization helps users to select 
suitable information in a situation of information overload. 

Table 2.1 displays the definitions of trust in the organization, trust in the 
technology and perceived controllability used in this study.  
 

Table 2.1. Definitions of variables 
Factor Definition Based on 

Trust in the 
organization (TO) 

The belief that an organization will perform a particu-
lar action for an individual with the individual’s best 
interests in mind. 

Mayer, Davis & 
Schoorman (1995) 

Trust in the 
technology (TT) 

The belief that a technology has protective legal or 
technological structures (e.g., encryption) that assure 
that business can be conducted in a safe and secure 
manner. 

McKnight, Choudhury & 
Kacmar (2002) 

Perceived 
controllability (PC) 

The belief that the user can choose to bring about or 
prevent particular actions or states of the system. Jameson (2007) 

Intention to use (IU) The belief that a person will use a technology once it 
is available to him or her.  

2.3. Experimental conditions and hypotheses 
This study focuses on the role of trust and controllability in the acceptance 
of personalization. In line with the argument in Section 2.2.3, we distinguish 
between trust in the organization that provides the technology (TO) and trust 
in the technology (TT). In studies of system acceptance, acceptance of a 
technology has often been operationalized as the intention to use (IU). This 
is a variable that can be assessed before new technology is actually in use; it 
has been found to be a good predictor of the actual use of technology once it 
is available to users (Moon & Kim, 2001; Venkatesh, Morris, Davis, & 
Davis, 2003). Table 2.1 displays our definition of the intention to use. 
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It should be mentioned that, in this study, personalization has been de-
fined as a process, not as the product, system output or web site that is the 
outcome of that process. This means that the manipulation in our experiment 
will not address website characteristics as such; rather, it is focused on pre-
senting approaches to personalization that result in a particular system or 
website. The focus of our study is the formation of the acceptance of these 
approaches.  

2.3.1 Experimental conditions 
We assessed the role of trust in the organization (TO), trust in the technol-
ogy (TT), and perceived controllability (PC) for the formation of users’ in-
tention to use (IU) by means of an online survey that presented four possible 
approaches to online content personalization by a fictive municipality as 
well as a non-personalized baseline condition. These five experimental con-
ditions are as follows: 
§ Condition 1 (control): No personalization: every user sees the same, 

non-personalized homepage. 
§ Condition 2: Adaptable approach: users can determine which pieces of 

information are displayed on their personal homepage. 
§ Condition 3: Adaptive/demographic approach: user characteristics de-

rived from demographic data determine the selection of information dis-
played on users’ personal homepage. 

§ Condition 4: Adaptive/behavior approach: user characteristics derived 
from behavioral data determine the selection of information displayed 
on users’ personal homepage. 

§ Condition 5: Adaptive/psychographic approach: user characteristics 
derived from psychographic data determine the selection of information 
displayed on users’ personal homepage. 

The three adaptivity approaches are based on the different kinds of data that 
can be used for user modeling (as listed in Section 2.2.1). We have not in-
cluded adaptivity based on geographic data because it is very similar to 
demographic data. 

2.3.2 Hypotheses 
The variable Trust in Organization (TO) was operationalized as “Trust in 
the Municipality” because this study used the case of online content person-
alization provided by a municipal website. This context was chosen because 
a municipality is likely to have many sources of data on which to base con-
tent personalization and because municipalities have to provide information 
for a wide range of people, which allowed us to approach a wide selection 
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of participants. Because the municipality in our experiment was fictive, we 
assessed the participants’ trust in the municipality in which they actually 
live. Because participants had probably interacted with this organization (by 
visiting the website, applying for a passport, etc.), we think this is a more 
valid measurement than asking participants to express their trust in a fictive 
municipality of which they have only seen several website screenshots. 
Trust in the government has been found to affect the intention to use (IU) e-
Government initiatives positively (Bélanger & Carter, 2008). We hypothe-
size that this finding also holds for municipal (personalized) content provi-
sion. 
 
H1: Trust in the organization (TO) is positively related to the intention to 
use both non-personalized and personalized approaches to online content 
provision. 
 
Previous research has shown that trust in the safety of the internet in general 
(McKnight, Choudhury, & Kacmar, 2002) or e-Services specifically (Kim 
& Kim, 2005) positively affects the IU electronic services. We assume that 
this influence of Trust in the Technology (TT) on IU also holds for both the 
non-personalized and personalized approaches. 
 
H2: Trust in the technology (TT) is positively related to the intention to use 
both non-personalized and personalized approaches to online content provi-
sion. 
 
Perceived controllability (PC) has been found to be a factor that positively 
influences a person’s intention to use e-Services (Lee & Allaway, 2002). On 
the basis of this finding, we expect PC to influence IU. 
 
H3: Perceived controllability (PC) is positively related to the intention to 
use both non-personalized and personalized approaches to online content 
provision. 
 

Finally, it is very likely that the importance of different factors for the 
formation of IU differs with the different approaches to online content per-
sonalization. For example, TO might be more important when information 
about a person’s lifestyle is collected and used to personalize output (adap-
tive/psychographic) than when users can customize their own website 
(adaptable). No previous research has delved into this matter, which makes 
it difficult to formulate hypotheses for these differences. Therefore, we will 
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apply an explorative approach to determine the relative importance of the 
factors in the IU for the different approaches to content provision. 

2.4. Method 
To test our hypotheses, we conducted an online experiment in combination 
with an online survey. First, participants received a short introduction. Next, 
they were asked to rate their agreement on four items that assessed trust in 
the organization (TO). After they were shown the no-personalization sce-
nario, the participants were randomly guided to one of the four personaliza-
tion conditions or directly to the questionnaire. The questionnaire included 
statements on trust in the technology (TT), perceived controllability (PC) 
and the intention to use (IU), offered in a random sequential order. Finally, 
the participants were asked to answer questions about their demographical 
characteristics. 

2.4.1 Scenarios 
Using scenarios supplemented with screenshots, we presented very simple 
prototypes of the different (personalized) approaches to content provision to 
our participants. Such prototypes can elicit user opinions on technology ac-
ceptance factors that resemble the opinions that are elicited when people 
interact with the technology (F. D. Davis & Venkatesh, 2004). 

Each scenario consisted of a short narrative in which the participant was 
told about a fictitious person (Peter) who uses the website of his municipal-
ity (the fictive municipality of Grootstad, Dutch for Bigcity) to gather rele-
vant news or information about his neighborhood (Waterwijk). This scenario 
was supplemented by screenshots depicting the workings of the (personal-
ized) approach to content provision on the Grootstad website. Because 
evaluation participants often find it difficult to notice tailored output when 
confronted with personalization (Weibelzahl, 2005), we showed the partici-
pants not only what Peter’s personal website would look like in the person-
alization conditions, but also what Karin (another fictitious person) would 
see on her personal website. This way, we could be sure that the participants 
would notice and understand our experimental manipulations. 

All scenarios described visiting a page on the website that listed 
neighborhood information. This information consisted of several snippets 
(e.g., building permits issued in the neighborhood or a calendar showing the 
collection of garbage). The topics of these snippets were consistent to rule 
out an effect of information of varying usefulness in different scenarios. The 
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exact content of each snippet was altered to align with the possibilities of 
each approach to personalization. 

Each scenario describing a personalized form of content provision first 
displayed and explained the login procedure that the fictive website re-
quired. The login procedure utilized an authentication procedure called 
DigiD (http://www.digid.nl/english/), the standard authentication procedure 
for Dutch governmental websites. Next, participants were provided with one 
of the scenarios that described and showed a personalized approach to con-
tent provision. A summary of the different scenarios is as follows: 
§ Condition 1: No personalization. Participants were first shown the 

homepage of the Grootstad website and then told about and shown the 
page of the Grootstad website that provided information about a 
neighborhood in this city. In this condition, the neighborhood page sup-
plied one-size-fits-all information, like recently issued building permits 
in the whole neighborhood. This condition serves as a baseline compari-
son for the other conditions. Every participant was shown the no-
personalization scenario to make the difference between standard and 
personalized content provision explicit. 

§ Condition 2: Adaptable. Participants were told about and shown the 
same page with neighborhood information. Now, however, they were 
also informed of the option to explicitly choose the topics they would 
like to receive information about on this page, such as news about cul-
tural activities in the neighborhood or a list of recently issued building 
permits. They were also informed of the option to change their decisions 
at a later time. 

§ Condition 3: Adaptive/demographic. Participants were told about and 
shown the neighborhood page that was constructed based on the fictive 
person’s demographics. For example, the homepage showed only an-
nouncements of issued building permits in a radius of 250 meters of Pe-
ter’s address. 

§ Condition 4: Adaptive/behavior. Participants were told about and 
shown the neighborhood page that was constructed based on the fictive 
person’s previous behavior on the website. For example, participants 
were told that in the past, the fictive person, Peter, reported to the mu-
nicipality on his online tax form that he owned a dog. As a result, the 
neighborhood page included news about places in the neighborhood 
where people are allowed to let their dogs run free. 

§ Condition 5: Adaptive/psychographic. Participants were told about and 
shown the neighborhood page that was constructed based on the fictive 
person’s psychographic data. First, participants were shown a screenshot 
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of a page on which Peter was asked to rate his agreement with several 
statements on Likert scales to ascertain which kind of predefined life-
style suited him best (taken from the VALS framework and survey for 
audience segmentation based on psychological traits and key demo-
graphics (Strategic Business Insights, 2009)). Then, participants saw a 
screenshot that displayed the result of the fictive person’s lifestyle test. 
Peter, for example, was typed as an innovator (a lifestyle type in the 
VALS framework): someone who has an active lifestyle and likes to 
take charge. Finally, participants were shown the personalized neighbor-
hood page that included, among other snippets of information, the re-
cruitment text for a position in a participatory council in the neighbor-
hood. 

Exemplary screenshots can be found in Appendix A. 

2.4.2 Survey items 
The survey items can be found in Appendix B. To ensure high construct 
validity, we adapted measurement scales that have proven their value in past 
studies. The items that measure TO are adapted from Bélanger and Carter  
(2008) and are specifically focused on trust in the municipality (which is the 
focus of our demonstration material), while the items assessing TT are 
based upon McKnight, Choudhury and Kacmar (2002). The items that de-
termine PC are derived from Liu (2003). Our IU scale is based on Davis 
(1989) and expanded with one item from Gefen, Karahanna and Straub 
(2003) and one item of our own. We (re-)worded several items negatively. 
All statements were accompanied by a 7-point Likert scale, ranging from 
completely disagree (1) to completely agree (7). 

2.4.3 Pretest 
The scenarios and questionnaire were pretested before they were deployed. 
Six men and four women (ages ranging from 26 to 70) were shown all of the 
scenarios and completed the questionnaire for one approach. Hence, the 
questionnaire was completed twice for each approach. The pretest partici-
pants were asked to comment on anything they found unclear or when they 
found it difficult to answer a question. As a result of the pre-test, the text of 
the scenarios underwent minor changes. We added the option to answer “I 
don’t know” to each TO item, and one item was rephrased. 

The pretest also served as a manipulation check. After they read the sce-
narios and looked at the screenshots, we asked the participants to explain 
how the neighborhood information was generated. It turned out that the par-
ticipants had no trouble understanding and retelling how each approach to 
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content provision worked. Hence, translation of the different content provi-
sion approaches into the scenarios and screenshots can be considered suc-
cessful. 

2.4.4 Recruitment of participants 
Participants were recruited via two commercial online research panels. The 
only restriction we placed on their selection was that participants had to be 
18 years of age or older. This way, we could be sure the participants had 
some experience with information about their neighborhood. Both panels 
selectively chose participants to generate a representative sample of the 
Dutch population. They supplied approximately the same number of partici-
pants. In Panel 1, participants were rewarded for their time with credit 
points that could be exchanged for gifts in an online store. In Panel 2, par-
ticipants had a chance of winning a gift voucher for participating.  

2.5 Results 

2.5.1 Participant demographics 
Participants who completed only a small part of the survey (e.g., abandon-
ing the survey after the first page of questions) were removed. In total, 
1,141 people completed our online survey. A response rate could not be 
calculated. Men accounted for 54.0% of the participants, and 46.0% of the 
participants were female. Furthermore, 31.4% of the participants were 18 to 
40 years old, 55.5% were 40 to 65 years old and 13.1% were older than 65 
years. The majority of the respondents completed education at the interme-
diate vocational level (47.9%) followed by completion at the higher voca-
tional level (24.1%), lower vocational level (17.2%) and, finally, the univer-
sity level (10.8%). The participants used the Internet on a daily basis 
(92.6%) or used it three to five times a week (6.3%). Finally, we assessed 
the frequency with which they visited their municipality’s website. Most 
participants visited this website a few times a year (49.1%). Two groups of 
about equal size visited this website (almost) never (21.6%) or once or twice 
a month (22.5%). Only 6.7% visited the website of their municipality once a 
week or more. In all, despite a small overrepresentation of participants who 
completed education at a higher vocational level, the participants were rep-
resentative of the Dutch population (Statistics Netherlands, 2010). The par-
ticipants were well spread across the five conditions (no personalization, 
adaptable, adaptive demographics, behavioral and psychographics), with 
group sizes of 223, 221, 220, 246 and 231, respectively. 
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2.5.2 Assessing measurement quality 
The first step in our analyses was to assess the measurement quality of our 
online survey and, if necessary, to improve it. After rescaling the negatively 
worded items, we assessed an initial Cronbach’s alpha score for each factor 
in every condition and the item-total correlations. Results of these analyses 
can be found in Appendix C. 

Three negatively worded items (TO4, TT1 and PC3; abbreviations refer 
to Appendix C) appeared to be troublesome. Participants may have had dif-
ficulty forming a response because negative wording increases the difficulty 
of the item, which could have led to deviant answering behavior (Fowler Jr., 
1995). These items needed to be removed from the measurement scale in 
one or more conditions to generate reliable measurement scales. Because we 
wanted to compare the factors between the different conditions at a later 
stage in the analyses, we decided to remove these three items from every 
measurement scale in every condition. 

When we compared the factor loadings of the items, we noticed that the 
third trust in the technology (TT) item (“Your personal data are protected 
well when using this page”) had a far lower item-total correlation in the 
baseline condition than in the other conditions. In the scenario and prototype 
of the baseline condition, no personal data were required from the fictive 
user. As a result, participants may have had problems responding to this 
statement, and the item did not measure the same construct in the different 
conditions. Therefore, we removed this item from the measurement scale in 
every condition. As a result, TT was assessed by means of two items. 

The resulting Cronbach’s alphas of the measurement scales can be found 
in Table 2.2 and are all above the minimum level of .7 (Nunnally & Bern-
stein, 1994), while most Cronbach’s alphas are good to excellent (higher 
than .8 or .9). Cronbach’s alpha could not be determined for the TT factor 
because it consisted of only two items. Instead, we calculated correlations 
between the two items. In the five conditions, r is respectively .51, .56, .53, 
.70 and .48 (all significant at p < .01). These numbers appear to indicate that 
the two items assess the same underlying concept. 

Our next step was to check for multicollinearity. We scanned the corre-
lation matrices of the five conditions for problematic correlations. All corre-
lations were below .8, which suggests there were no problems with multi-
collinearity; each measurement scale assessed a separate psychological fac-
tor. 
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Table 2.2. Construct reliability: Cronbach’s α 
 1. No personal-

ization 2. Adaptable 3. Adaptive/ 
demographic 

4. Adaptive/ 
behavior 

5. Adaptive/ 
psychographic 

Trust in the 
organization .86 .86 .89 .91 .93 

Trust in the 
technology n.a. n.a. n.a. n.a. n.a. 

Perceived 
controllability .75 .75 .76 .82 .84 

Intention to use .89 .93 .89 .94 .95 

 
The analyses, described in this section, improved the reliability of the 

factor measurements. This allowed us to proceed with our next step, namely 
to describe and compare the participants’ perceptions of trust in the organi-
zation, trust in the technology and controllability, as well as their intention 
to use, for the different approaches. The comparisons served as a manipula-
tion check; they clarify whether the participants experienced the five ap-
proaches differently. For example, the adaptable condition explicitly pro-
vides users with the tools to control the personal selection of information, 
which should be reflected in a higher mean score for the perceived control-
lability scale. 

2.5.3 Trust in the organization 
Table 2.3 shows the mean scores and standard deviations for trust in the 
organization (TO) in each condition, while the boxplot in Figure 2.2 dis-
plays the distribution of the participants’ responses. In all conditions, the 
participants indicated that they trusted their municipality or had a neutral 
disposition towards this issue. On average, 10.6% of the participants utilized 
the “I don’t know” option for any of the TO items. 
 
Table 2.3. Variables: means and standard deviations (S.D.), assessed on a seven-point scale 
 1. No personal-

ization 2. Adaptable 3. Adaptive/ 
demographic 

4. Adaptive/ 
behavior 

5. Adaptive/ 
psychographic 

 mean SD mean SD mean SD mean SD mean SD 
Trust in the 
organization 4.86 1.12 4.83 1.12 4.80 1.18 4.70 1.21 4.86 1.17 

Trust in the 
technology 4.713/4/5 1.03 4.593/4/5 1.14 4.26 1.11 4.23 1.42 4.10 1.21 

Perceived 
controllability 4.523/5 1.04 5.041/3/4/5 .93 4.19 1.13 4.355 1.26 4.01 1.27 

Intention to use 4.845 1.18 5.835 1.34 4.615 1.31 4.535 1.50 3.85 1.60 
Note: numbers in superscript behind mean indicate that this mean is significantly higher 

than the mean of the same variable of the condition with the following number: 
1 = No personalization; 2 = Adaptable; 3 = Adaptive/demographic; 4 = Adaptive/behavior; 

5 = Adaptive/psychographic 



 

 43 

Next, we assessed whether trust in the organization differed over the 
conditions by means of a univariate ANOVA analysis. The approach to 
online content provision did not affect TO (F (4, 1092) = .72, p > .05). In 
each condition, TO was appreciated the same. Because TO could not be 
influenced by our scenarios and screenshots (it was asked at the start of the 
experiment), this result does not come as a surprise; rather, it shows that the 
participants were well spread over the different conditions. 
 

 
Figure 2.2. Boxplot for trust in organization 

2.5.4 Trust in the technology 
Table 2.3 and the boxplot in Figure 2.3 show that in the no-personalization 
and adaptability conditions, the majority thought the technology was safe. 

In the conditions in which content was implicitly tailored to the users’ 
context, however, perceptions were more dispersed. In the adaptiv-
ity/demographic condition, participants showed some trust in the technology 
or valued Trust in the Technology (TT) at or slightly below the neutral 
point. The scenarios and screenshots demonstrating the adaptive/behavior 
approach evoked a wider range of responses (as can be seen in Figure 2.3), 
ranging from a positive appreciation of TT to an appreciation at or slightly 
below the neutral point. Finally, adaptivity/psychographic resulted in a 
small range of answers, from slightly above to slightly below the neutral 
point. 
 



 

 44 

 
Figure 2.3. Boxplot for trust in technology 

 
A univariate ANOVA analysis revealed that TT differed over the condi-

tions: F (4, 1092) = 10.91, p < .001. Next, we conducted a post hoc Bon-
ferroni test with a 5% significance level to determine exactly which condi-
tions differed. Results can be found in Table 2.3. The no-personalization 
and adaptability condition both induced a higher TT than any of the condi-
tions that involved an adaptive approach to online content personalization. 
This result suggests that participants understood that data was implicitly 
collected and interpreted in the adaptive conditions. 

2.5.5 Perceived controllability 
Table 2.3 and the boxplot in Figure 2.4 show that in three conditions (no-
personalization and adaptivity based upon demographics or previous behav-
ior), Perceived Controllability (PC) was somewhat positive to neutral. 

In the adaptability condition (where the users were given the most tools 
to control the selection of information), PC was appraised as positive to 
somewhat positive. Finally, in the adaptivity/ psychographic condition, PC 
was valued from somewhat positive to somewhat negative. 

A univariate ANOVA analysis indicated that the evaluation of PC dif-
fered over the five conditions: F (4, 1092) = 25.39, p < .001. By means of a 
post hoc Bonferroni test and a 5% significance level, we distinguished be-
tween the conditions. Results can be found in Table 2.3. Not surprisingly, 
PC was valued higher in the adaptability condition than in any of the other 
conditions, probably due to the inclusion of features providing explicit con- 
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Figure 2.4. Boxplot for perceived controllability 

 
trol of the content selection. The scenario and screenshots of the adaptivity 
based upon demographic and psychographic conditions were perceived to 
be less controllable than the prototype of the no-personalization condition. 
Finally, PC was valued lower in the condition of adaptivity based upon 
psychographics than in the condition of adaptivity based upon previous be-
havior. These results indicate that implicit collection and interpretation of 
personal data and the specific adaptive approach affected participants’ per-
ceptions of controllability. 

2.5.6 Intention to use 
As for the previous variables, means and standard deviations for the scores 
awarded to the intention to use (IU) can be found in Table 2.3. The boxplot 
depicting the distribution of responses can be found in Figure 2.5. 

For all conditions except the adaptivity based upon psychographics con-
dition, IU ranges from positive to neutral. In the case of the adaptivity based 
upon psychographics conditions, responses differ widely (as is reflected in 
the high standard deviation) and range from a somewhat positive intention 
to use to no intention to use. 

We tested whether IU differed over the five approaches to content provi-
sion by means of a univariate ANOVA analysis. This appeared to be the 
case: F (4, 1092) = 18.37, p < .001. Results can be found in Table 2.3. The 
only condition for which IU differed was the adaptivity based upon psycho-
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graphics condition. Here, IU was significantly lower than IU in all other 
conditions. 
 

 
Figure 2.5. Boxplot for intention to use 

2.5.7 The formation of the intention to use 
We expected the Intention to Use (IU) online content provision to be partly 
determined by Trust in the Organization (TO), Trust in the Technology (TT) 
and Perceived Controllability (PC). Furthermore, we wanted to assess the 
relative importance of these factors over the different conditions for the 
formation of the intention to use. For example, is TT more important in 
adaptive approaches to online content personalization than in the adaptable 
approach? 

We analyzed the influence of TO, TT and PC on IU for each condition 
using separate multiple regression analyses. Because we have not found any 
indication in previous studies of the relative importance of these factors, the 
independent variables TO, TT and PC were included in the analyses by 
means of backward stepwise regression. Tables 2.4 to 2.8 display the results 
of the regression analyses for the five conditions. In all the conditions, TO 
did not have a significant influence on IU and was removed from the model. 
TT and PC were retained because they did significantly influence IU. 

PC turned out to have the greatest influence on IU in each condition, 
while TT had a moderate effect on IU. The exception here is the adap-
tive/behavior condition, in which the influence of TT on IU was slightly 
higher than the influence of PC on IU. The high R² values for IU (ranging 
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from .43 to .60) are remarkable given that IU is explained by only two fac-
tors (TT and PC). These numbers underline the great importance of trust in 
the technology and perceived controllability when designing systems that 
provide online content personalization. 

 
Table 2.4. Regression analyses: No personalization condition; Dependent variable: IU 

 B SE B β 
Step 1    

Constant .90 .35  
Trust in the organization .011 .06 .01 

Trust in the technology .29 .07 .25* 
Perceived controllability .57 .07 .51* 

Step 2    
Constant .93 .30  

Trust in the technology .29 .07 .26* 
Perceived controllability .57 .07 .51* 

Note: R² = .46 for Step 1, Δ R² = .00 for Step 2 (n.s.). 
* p < .001 

 
Table 2.5. Regression analyses: Adaptable condition; Dependent variable: IU 

 B SE B β 
Step 1    

Constant -.43 .42  
Trust in the organization -.03 .06 -.02 

Trust in the technology .33 .07 .28* 
Perceived controllability .77 .09 .53* 

Step 2    
Constant -.50 .38  

Trust in the technology .33 .07 .27* 
Perceived controllability .76 .08 .53* 

Note: R² = .50 for Step 1, Δ R² = .00 for Step 2 (n.s). 
* p < .001 

 
Table 2.6. Regression analyses: Adaptive/demographic condition; Dependent variable: IU 

 B SE B β 
Step 1    

Constant .78 .36  
Trust in the organization .04 .06 .04 

Trust in the technology .33 .07 .28* 
Perceived controllability .53 .07 .46* 

Step 2    
Constant .91 .31  

Trust in the technology .34 .07 .29* 
Perceived controllability .53 .07 .46* 

Note: R² = .43 for Step 1, Δ R² = .00 for Step 2 (n.s.). 
* p < .001 
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Table 2.7. Regression analyses: Adaptive/behavior condition; Dependent variable: IU 
 B SE B β 

Step 1    
Constant .68 .31  

Trust in the organization -.04 .06 -.03 
Trust in the technology .49 .06 .46* 

Perceived controllability .46 .06 .39* 
Step 2    

Constant .54 .25  
Trust in the technology .47 .06 .45* 

Perceived controllability .46 .06 .39* 
Note: R² = .55 for Step 1, Δ R² = .00 (n.s.). 

* p < .001 
 
Table 2.8. Regression analyses: Adaptive/psychographic condition; Dependent variable: IU 

 B SE B β 
Step 1    

Constant -.74 .35  
Trust in the organization .03 .06 .03 

Trust in the technology .49 .07 .37* 
Perceived controllability .61 .07 .49* 

Step 2    
Constant -.62 .26  

Trust in the technology .49 .07 .37* 
Perceived controllability .61 .07 .49* 

Note: R² = .60 for Step 1, Δ R² = .00 (n.s.). 
* p < .001 

 
The results of our regression analyses do not support H1: trust in the or-

ganization is positively related to the intention to use for both non-
personalized and personalized approaches to online content provision. TO 
did not affect IU in any of the conditions. 

We did find evidence for hypothesis H2: trust in the technology is posi-
tively related to the intention to use for both non-personalized and personal-
ized approaches to online content provision. In every condition, TT was 
found to have a reasonable or large effect on IU (β ranging from .26 to .45). 

Our last hypothesis, H3 (perceived controllability is positively related to 
the intention to use both non-personalized and personalized approaches to 
online content provision), was also supported by our results. More specifi-
cally, for every approach except for adaptive/behavior, PC was found to be 
the most important antecedent of IU (β ranging from .39 to .53). 



 

 49 

2.6 Conclusions and discussion 
The results of this study show that, overall, perceived controllability is an 
extremely important antecedent of the intention to use online content per-
sonalization. The approach to online content personalization that is per-
ceived to be most controllable offers users the option to explicitly state the 
content they want to see (adaptability). Trust in the organization providing 
online content personalization appeared, at least in this study, not to play a 
role in the formation of the intention to use for any form of online content 
personalization. Trust in the technology, on the other hand, had a moderate 
effect on the intention to use any form of online content personalization. It 
is noteworthy that trust in the technology is more important for adaptive 
approaches to online content personalization than for an adaptable or non-
personalized approach, while at the same time users’ trust in the adaptive 
technology is relatively low. 

Because we acquired a very high degree of explained variance for the in-
tention to use the approaches to online content personalization, we can state 
that trust in the technology and, especially, perceived controllability are cru-
cial when designing online content personalization. Users want to be able to 
control the tailoring of the information provided to the individual. This can 
be done by applying an adaptable approach to online content personaliza-
tion in which the users can select the (types of) information they want to see 
on their personal pages. Another solution is to provide users the option to 
view and alter the user model generated by an adaptive-approach system to 
content personalization. Given our finding that the adaptable approach in-
duces higher trust in the technology, we think that providing this approach 
to online content personalization is likely to have the highest chance of ac-
ceptance by users. 

In addition to being controllable, the technology behind online content 
personalization should also be perceived as trustworthy. This means that 
users must feel that the technology with which they are interacting is safe 
and that storage of personal data is secure. Several overviews of guidelines 
for designing for trust and security can be used for this goal. Egger (2003), 
for example, has listed and validated many guidelines for inducing trust in 
online technology. They include “complement browser feedback with text to 
inform users that they are on a secure page” and “be audited by and display 
the seals of an independent trusted third party” (Egger, 2003, p. 54). 

In this study, trust in the organization did not have a significant effect on 
the intention to use for any kind of online content personalization. The sig-
nificant variance in the participants’ reactions to the related items (see Fig-
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ure 2.2) suggests that trusting or not trusting the organization does not lead 
to a higher or lower intention to use online content personalization. Conse-
quently, our results imply that implementing design cues that can increase 
trust in the organization will probably not have an effect on the use of online 
content personalization. However, a remark must be made about the gener-
alizability of this conclusion. In this study, trust in the organization was as-
sessed for one specific kind of organization: the municipality in which the 
participant lived. The role of trust in the organization on the intention to use 
may be different for government organizations than for commercial organi-
zations that offer online content personalization. These organizations have 
different motives (non-profit versus profit) and, as a result, people may es-
timate the risk involved in interacting with these types of organizations dif-
ferently (Awad & Krishnan, 2006; Bélanger & Carter, 2008; Beldad, De 
Jong, & Steehouder, 2010). Future research must determine whether trust in 
the organization affects the intention to use online content personalization in 
a commercial setting. Furthermore, trust in the organization was assessed 
for the municipality in which the participant lived and not for the fictitious 
municipality that provided the online content personalization. As previously 
stated, we think this is a more valid measurement of trust in the organiza-
tion. Participants have more experience with their municipality than with an 
organization of which they only have seen website screenshots. As such, we 
used trust in the participants’ current municipality as a proxy variable for 
trust in the fictitious municipality offering the technology. Future research 
should confirm the lack of an influence of trust in the organization on the 
intention to use online content personalization for real-world settings. 

Designers must keep in mind that opting for a specific kind of online 
content personalization carries specific design requirements. While control-
lability appeared to be a crucial aspect of design for any type of content per-
sonalization, trust in the technology became more of an issue when an adap-
tive approach was applied and the system unobtrusively collected and inter-
preted user data. It is possible that other usability issues that are important 
when designing content personalization (such as system predictability or the 
inability to discover new, unexpected things; for overviews, see Jameson 
(2007, 2009)) should be treated differently for different kinds of online con-
tent personalization. Future research should explore the role of these issues 
in relation to user acceptance of different kinds of online content personal-
ization. 
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In the previous chapter, we found that perceived controllability and trust in 
the technology play an important role in the formation of the decision to 
(not) use online content personalization. This knowledge can be translated 
into user requirements for this technology in general and as such, serve as 
input for the follow-up phase in the design process. 

The elicitation, formulation and evaluation of system-specific require-
ments is the focus of the third phase of the user-centered design process: 
requirements engineering. Chapter 3 proposes a user-centered approach to 
requirements engineering for personalized e-Government services and vali-
dates the approach by means of a case study. The use of this approach al-
lows user-centered designers to incorporate user input in the design of per-
sonalized e-Government services. Ultimately, this is likely to increase the fit 
between the final e-Service and user characteristics, preferences and con-
text. 
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Chapter 3 
User Requirements Engineering 

for a Personalized Social 
Support e-Service 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
This chapter is an adaptation of 
Van Velsen, L., Van der Geest, T., Ter Hedde, M. & Derks, W. (2009). Re-
quirements engineering for e-Government services: A citizen-centric ap-
proach and case study. Government information quarterly, 26(3), 477-486. 
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“We cannot wish for that we know not.” 
-- Voltaire 

 

3.1 Introduction 
Providing citizens with one-stop personalized electronic government ser-
vices is considered to be the kind of service provision that every govern-
ment organization should strife for (Andersen & Henriksen, 2006). These 
kinds of services should make it easier for citizens to apply for, and manage 
the services they need. By applying a UCD approach, personalized e-
Government services could live up to this goal. However, the actual e-
Services that government agencies have provided in the last few years have 
fallen short of being user-centered (Soufi & Maguire, 2007) due to a lack of 
representative user involvement in the design process (Følstad, Jørgensen, & 
Krogstie, 2004). A survey among the most innovative European e-
Government service designers showed that they mainly consult users when 
evaluating prototypes (Benchmark personalization of governmental eSer-
vices for citizens, 2008). Such a design tactic is out of step with the princi-
ples of UCD in which repeated consultancy of the prospective users from an 
early stage in the system design process onwards is advocated (Gould & 
Lewis, 1985). In order to design high quality personalized e-Government 
services that comply with the needs and wishes of citizens, a user-centered 
design approach needs to be developed within this context. The approach 
should not only include activities that deal with the evaluation of prototypes, 
but also, and perhaps even more importantly, activities deployed during the 
requirements engineering stage.  

Several studies have shown the added value of including a user-centered 
requirements engineering stage in the system development process: by in-
volving prospective users, requirements gain in accuracy (Damodaran, 
1996; Kujala, 2003). But a user-centered requirements engineering approach 
also brings positive effects over time. According to Kujala (2003), it pre-
vents the inclusion of superuous features and increases system acceptance. 
Ultimately, user involvement leads to increased usability (Karat, 1994) and 
usefulness (Mao, Vredenburg, Smith, & Carey, 2005) of the nal system. 
From a cost-benet perspective, user involvement in the requirements engi-
neering stage is also interesting: it can save money because potential prob-
lems can be xed early on (Karat, 1994). 

Currently, the literature shows a lack of publications that deal with the 
intricacies of user requirements engineering for personalization. Gena and 
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Weibelzahl (2007) have published a concise list with methods that can be 
applied in this stage. However, they do not discuss the methods in relation 
to each other and as a result, the reader is not provided with a coherent ap-
proach to user requirements engineering in this context. In Van Velsen, 
Huijs and Van der Geest (2008) it is discussed how requirements for a per-
sonalized enterprise resource planning system can be elicited from future 
users successfully, but not how these requirements should be validated in 
the next step of the requirements engineering process. It is such a coherent, 
iterative approach that is needed to draw up meaningful and value-adding 
requirements (Gulliksen et al., 2003). 

The lack of a coherent user requirements approach is also a problem in 
the e-Government context (which is the design context in this chapter). In 
the past, some requirements engineering activities of e-Government projects 
have been reported. Haraldsen, Stray, Päivärinta, & Sein (2004) discussed 
an approach to requirements engineering for e-Government portals that fa-
cilitates the citizen via life-events. These kinds of portals disclose all the 
information and services related to major events in a citizen’s life, like ‘get-
ting married’ or ‘having a baby’. Other citizen-centric requirements studies 
have applied methods such as a literature review (Wimmer & Holler, 2003), 
a combination of interviews with experts, a literature review, surveys and 
focus groups (Krenner, 2002) and a combination of interviews with users 
and thinking-aloud sessions (Lines, Ikechi, & Hone, 2007). Although these 
studies report useful requirements, they do not describe a general approach 
for generating user requirements for e-Government services. A survey 
among e-Government project managers (Følstad, Jørgensen, & Krogstie, 
2004) found that the key players in e-Government design need a clear and 
formalized approach for generating user requirements. Such an approach 
should include measurements that determine the success of the system de-
sign (Irani & Love, 2001). 

In this chapter, we present an approach for user requirements engineer-
ing for personalized e-Government services and illustrate it with a case 
study. The rest of this chapter is organized as follows: in Section 2 and 3, 
we discuss considerations for the requirements engineering activities in an 
e-Government setting and for personalization. Then, in Section 4, we pre-
sent our user-centered approach and the methods involved. In Section 5 this 
approach is applied in a case study. Section 6, finally, rounds off this chap-
ter with our conclusions and recommendations. 
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3.2 User requirements engineering for e-Government 
services 
Governmental e-Services differ from their commercial counterparts. It is 
crucial to take these differences into account when setting up requirements 
engineering activities or analyzing their results. The main differences in-
clude the following: 

A heterogeneous user group. The target group of e-Government services 
is highly heterogeneous as it often comprises the entire population of a re-
gion or country, while e-Commerce can focus on one single target group. 
Government agencies must take all the members of a population into ac-
count, which should result in a system design that caters to different cultures 
(Sandberg & Pan, 2007), skills (Wang, Bretschneider, & Gant, 2005), po-
litical opinions (Oostveen & Van de Besselaar, 2004), and disabilities 
(Becker, 2004). 

Incidental use. Most e-Government services are used only once or 
rarely. As a result, clients do not have a mental model of the service they are 
about to apply for and must be guided through the service process by the 
system (Klaassen, Karreman, & Van der Geest, 2006). In the case of com-
mercial e-Services, where the service process is more or less the same (like 
purchasing consumer goods), clients may have a clearer idea of the kind of 
service process they can expect. 

Complicated content. Many governmental services include difficult 
regulations which citizens often nd hard to apply to their own personal 
situation. In the case of e-Commerce, the service provided is usually more 
simple and straightforward. 

No competition. e-Government services are usually provided by one sin-
gle body and the client (citizen) is obliged to make use of each particular 
service (e.g., to acquire a driver’s license). Therefore, e-Government ser-
vices do not need to make any effort to seduce the visitor into using them as 
much as commercial e-Services do (Wang, Bretschneider, & Gant, 2005). 
As a result, there is no incentive for designers to focus on user-friendliness 
or attractiveness. This may result in a less usable design. 

Return on investment. Governments use public money. This money has 
to be well-spent as any investments in e-Government services need to be 
justied afterwards (Wang, Bretschneider, & Gant, 2005). This return on 
investment is difficult to assess for government organizations as it often 
manifests itself as a reduced burden for the citizen (e.g., less effort needed to 
complete a service application). Therefore, Irani, Love, Elliman, Jones, & 
Themistocleous (2005) argue that returns on investments in e-Government 
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projects should be assessed using subjective user-satisfaction criteria, rather 
than by means of a strict economic analysis. The manner in which user re-
quirements are formulated and the possible evaluation criteria that are at-
tributed to these requirements can serve as the basis for such a return on 
investment evaluation (Jokela, 2001). 

3.3 User requirements engineering for personalization 
Not only the context (the electronic government), but also the intention to 
implement personalized features in the final system has consequences for 
the way in which user requirements engineers should work. In this section 
we will discuss the most important issues that need to be taken into account. 

First, participants may not have any experience with personalization, 
and may find it difficult to envision a personalized feature if it is not made 
tangible for them (Weibelzahl, 2005). Consequently, it is unwise to question 
prospective users of the system about personalized features without any ma-
terial (like screenshots or a prototypical system) that demonstrates their 
presence and function. 

Second, if personalized features are implemented in the (prototypical) e-
Service, some specic issues need to be taken into account, most notably the 
issues listed by Jameson (see Chapter 1). Pieterson, Ebbers and Van Dijk 
(2007) have discussed similar issues when pointing out potential user barri-
ers to personalization in an e-Government context. Two closely related is-
sues that have received a lot of attention in both the personalization and e-
government literature are privacy and trust. Trust has been found to be an 
important antecedent of e-government service use (L. Carter & Bélanger, 
2005; Horst, Kuttschreuter, & Gutteling, 2007). When the need for person-
alized features is discussed in the requirements, eliciting future users’ per-
ceptions of these issues should be part of the requirements validation stage. 

Finally, personalized e-services can utilize data that is stored at different 
organizations: interoperability. e-Government services can span several or-
ganizations or departments, but can be offered to the citizen via one single 
website. This website should present the user with a personalized service 
environment that, for example, includes all relevant steps in the application 
process as provided by the different organizations, or utilizes information 
about a user that is already known at one of the associated organizations (as 
in pre-filled online forms). When the goal is to implement personalization in 
the form of interoperability in the final system, it should be assessed 
whether prospective users think this is value-adding and does not violate 
their feelings of privacy. 
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3.4 A citizen-centric requirements engineering ap-
proach for personalized e-Government services 
From the array of user-centered methods that can be used in the require-
ments engineering stage (as discussed in Maguire (2001) and Lauesen 
(2002)), we selected those that suit the context of e-Government services 
very well. Figure 3.1 depicts our citizen-centric approach to requirements 
engineering for personalized e-Government services. We do not claim that 
this approach is the best, but will demonstrate its usefulness through the 
case study of the requirements engineering stage of a social support portal. 
This approach provides an opportunity to integrate users in the system de-
sign in a feasible and cost-effective manner. In this section we will discuss 
the different methods and techniques chronologically, as they are applied in 
the approach. 
 

 
Figure 3.1. Citizen-centric requirements engineering approach 

3.4.1 Interviews 
During the interview, the interviewer asks the interviewee a series of ques-
tions about the current form of service provision and problems that arise, 
their goals, their expectations, and the way in which digitalization can play a 
role (Lauesen, 2002). The interview is also a ne method with which to 
identify incidents that are critical for (dis)satisfaction with the service 
(Gremler, 2004). Often, interviews are semi-structured: the interviewer has 
prepared a list of questions but is allowed to deviate from this format in or-
der to pursue interesting issues that come up during the conversation. 

For the elicitation of user requirements for e-Government services it is 
wise to consult stakeholders with previous and direct experience of the ser-
vice in question. Two stakeholders comply most with this prole: citizens 
who recently applied for the service, and civil servants who are directly con-
fronted with the service’s applicants. As opposed to secondary stakeholders 
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User requirements Analysis Low-fidelity 
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who are involved from a distance, these primary stakeholders know the 
strong and weak points of the current, service delivery as implemented in 
real life, which the digital version will (partly) replace. 

In requirements engineering, it is common practice to base interviews on 
the experienced interaction with the system to be replaced. Currently, most 
government services are not facilitated (completely) via the internet. In that 
case, the interview can provide an exploration of the context of the process 
which the system has to facilitate. One practical approach is to focus the 
discussion on the service delivery that takes place via face-to-face or tele-
phone contact. Ambrosini and Bowman (2001) suggest encouraging citizens 
to tell stories about their own experiences as this makes it easier for them to 
speak freely and they are then more likely to share more information about 
the decisions made and the rationale involved. 

When primary stakeholders are interviewed the focus should be on their 
specic knowledge. In both cases we advise using semi-structured inter-
views as these will enable the interviewer to pursue other potentially rele-
vant topics that were not previously included in the interview scheme. In the 
case of the citizen interviews, we suggest that each conversation should ad-
dress the following topics: 
§ Client demographics (age, housing situation, disabilities, etc.); 
§ Critical incidents that determine (dis)satisfaction with either the applica-

tion process or how the application is managed, as experienced by the 
client; 

§ The chronological service application process, as experienced by the 
client; 

§ Expectations of digitalization of the service application and management 
processes. 

By posing these questions, the interviewer covers the typical e-government 
issues of incidental use and complicated content. Furthermore, the setup 
allows for exploring potential users’ feeling of trust and privacy when ad-
dressed during the time when expectations of digitalization of the service 
are discussed. 

When interviewing civil servants, each conversation should include the 
following topics, thereby addressing the issues of incidental use, compli-
cated content and interoperability: 
§ Typical client questions or situations and their translation into actual 

service; 
§ The information required of the client; 
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§ Different organizations in the service supply chain: their role, informa-
tion-exchange processes and trust in the quality of information, supplied 
by others; 

§ Expectations of digitalization of the service application and management 
processes. 

3.4.2 Interview analysis 
In order to generate input for the requirements formulation stage, the tran-
scribed interviews need to be analyzed. In an overview by Davis (1982) we 
identied three systematic analysis techniques that are relevant for our ap-
proach. Combined, they provide the requirements engineer with an over-
view of the critical issues that an e-Service needs to take into account, the 
decisions citizens and civil servants feel they have to make and that need to 
be facilitated, and nally, the relevant human factors. Because each tech-
nique has its own goal, we do not think that only one of the three techniques 
should be selected. On the contrary, we encourage requirements engineers to 
apply all three techniques, as they will complement each other. 
1. Critical factors analysis. This analysis technique focuses on uncovering 

the factors that are critical for citizens to successfully complete a process 
or make decisions. If addressed in the interview, the analysis can also 
focus on experiences which citizens deemed critical for their satisfaction 
with a service. This way, the requirements engineer can identify the kind 
of information, or the manner in which it is communicated, that is vital 
for an effective and efcient system. 

2. Decision analysis. By analyzing the service process, as experienced by 
citizens, and focusing on the decisions they made, an overview of the in-
formation that needs to be provided to citizens, and at what moment, can 
be constructed. In order to do so, one rst has to identify the (important) 
decisions in each process, identify the steps involved and, nally, the in-
formation that the citizen needed here. A systematic approach for this 
activity has been set out by McGraw and Harbison (1997). By breaking 
the service delivery process down into the steps as perceived by the citi-
zen and summarizing their context, the parties involved, the information 
sources, and nally, the consequences of the manner in which each step 
is concluded, one gets a useful overview of factors and conditions that 
shape citizen decision making. When taking decisions made by the citi-
zens and how they reach them into account, the system design can sim-
plify the interaction between the citizen and the e-Service. 

3. Human factors analysis. This last analysis method concerns the search 
for issues that may hinder successful interaction between user and sys-
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tem. By taking the resulting human factors into account as user require-
ments in the system design, a greater t between the system, the needs 
and wishes of the user, and the context can be achieved. 

3.4.3 User requirements notation 
Every critical factor, step in the decision process, or human factor that 
should be taken into account in the e-Service design, should be formulated 
as a user requirement. Several formats for the documentation of require-
ments are available. In order to keep this discussion clear and focused, we 
will discuss only one here: the Volere method1 (Robertson & Robertson, 
2006). Several features make this format superior to others in a user-
centered design process. 

First, the rationale behind each and every requirement needs to be writ-
ten down. This will function as anecdotal evidence for the designers and, in 
this respect, increase the likelihood that the requirement will be imple-
mented in the system design. 

Second, and most importantly, the template forces the requirements en-
gineer to think about the means to evaluate whether the requirement has 
been successfully implemented in e-Service design or not. A t criterion 
species how the successful implementation of a requirement in (a proto-
typical version of) the e-Service design will be assessed, preferably by 
means of user evaluation. This t criterion not only establishes the quality of 
the (prototypical) e-Service design, but can also determine the return on 
investment. When a contractor delivers a system that complies with the t 
criteria, the money can be considered well-spent and vice versa. One can 
even draw up a contract stating that the contractor will only be paid when 
the system complies with the t criteria, as in (Coble, Karat, & Kahn, 1997). 

Finally, the template forces one to estimate the increase, or decrease, in 
customer satisfaction as a result of taking the requirement into account or 
not. This estimation serves as input to determine the requirements in order 
of priority and shows which user requirements should at least be taken into 
account in the nal e-Service design. Writing a document that outlines the 
requirements marks the end of the rst stage in our approach. 
                                                   
1 The Volere requirements specication template is supported by a website which includes 
many resources and the template itself in different languages. It can be found at: 
http://www.volere.co.uk/index.htm. 
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3.4.4 Low-fidelity prototyping 
Now that we have an initial set of user requirements, their relevance for 
stakeholders and the form in which they are to be implemented in the e-
Service interface and interaction design must be evaluated. It is hard to cre-
ate an instrument that makes requirements (which are often of a technical 
nature) understandable to prospective users (Sutcliffe, 1996). However, as 
we noted in Section 3.3, it is crucial that good demonstration material is 
available, as it allows for the evaluation of personalized features. A proto-
typical version of the system in combination with a real-life scenario can be 
used to facilitate a discussion between the requirements engineer and future 
users (Saiedian & Dale, 2000; Sutcliffe, 1997). Furthermore, the production 
of a low-delity prototype is a design activity that makes the design team 
commit itself to the formulated requirements. This way, the prospective user 
is ensured of a prominent role in the design process. 

A low-delity prototype can take the form of a set of images, displaying 
the main screens and functionality of a system. It does not have to be repre-
sentative of the nal system and can be made in a program like Photoshop. 
Low-delity prototypes enable designers to quickly and inexpensively visu-
alize the functionality and ‘look and feel’ of a future system, but limits the 
possibilities of showing the navigation within a system (Rudd, Stern, & 
Isensee, 1996). The use of such a prototype has been found to be a ne trig-
ger of user feedback (Benyon-Davies, Tudhope, & Mackay, 1999) and be-
cause screenshots do not resemble a nished system in which a lot of time 
and effort has been invested, evaluation participants are less reluctant to 
provide negative feedback (Grady, 2000). Ultimately, the evaluation of a 
low-delity prototype will inform the requirements engineer whether he or 
she has missed some important user requirements and whether the visual-
ized requirements are valid or not (Snyder, 2003). Examples of such proto-
types can be found in Kinzie, Cohn, Julian, & Knaus (2002). 

When designing the low-delity prototype, one should take into account 
the fact that it must facilitate the evaluation of the requirements for which a 
t criterion has been formulated. When there are too many requirements to 
be assessed in a user evaluation, one will have to decide which ones will be 
evaluated. Such a decision must be based on the priority of the requirements 
(Coble, Karat, & Kahn, 1997). The more important a requirement, the more 
important it is that its relevance is evaluated with prospective users. 

We propose a strategy that uses citizen walkthroughs, facilitated by a 
low-delity prototype and a ctive scenario. This strategy is inexpensive 
and easy to set up and conduct. In a system design phase where general user 



 

 64 

feedback is needed, this approach most probably delivers the best return on 
investment. 

3.4.5 Citizen walkthroughs 
During a citizen walkthrough, a participant is shown the low-delity proto-
type version of the e-Service and is asked to provide comments on the func-
tionality, the interface and the interaction design. When confronted with 
important functions or steps in the service process, participants can be ex-
plicitly questioned about their opinion. These questions are to be drafted 
before conducting the sessions and should be posed to each participant at 
the same time during the walkthrough. In the case of personalized e-
government service, questioning participants’ opinion of interoperability 
and trust is especially important. Traditionally, these sessions are conducted 
with experts, but they can be held with regular users (citizens) as well. 

‘Walking through’ the prototype is supported by a scenario: a story 
about a (ctive) character that uses the e-Service. This way, the prototype 
functionality and its usefulness become tangible to the participant. Such 
characters and their stories are commonly referred to as ‘personas’. Cooper 
(1999) describes how to choose a persona and to create a story around this 
character and his or her system use. When a very heterogeneous user group 
is to be served with the e-Service, it might be rewarding to create several 
personas and conduct a citizen walkthrough with representatives of the sub-
groups in the end-user population, each time using the appropriate persona. 

We advocate a citizen walkthrough set-up in which a low-delity proto-
type, with a limited set of screenshots (approximately 15), is presented by 
means of a persona. At the end of each screenshot the participant is to be 
asked about his or her impression of the screenshot, the completeness of the 
information provided, and the functionality displayed. At the end of the 
walkthrough, the citizen can be questioned about abstract issues such as 
trust, control and barriers to using the e-Service. Through this set-up, the 
issues of catering for a heterogeneous user group, incidental use, compli-
cated content, privacy & trust, and interoperability are all accounted for. For 
a practical guide to conducting walkthroughs, we refer to Wharton, Rieman, 
Lewis, & Polson (1994). 

3.4.6 Citizen walkthrough analysis 
The citizen walkthroughs will result in a large amount of transcribed text. In 
order to generate meaningful results from these transcriptions, a systematic 
analysis approach is required. Based on Patton (2002), we present four 
analysis approaches. 
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1. Process analysis. This approach focuses on the user’s overall perception 
of the e-Service process as well as the different steps contained within it. 

2. Functional analysis. This approach focuses on the typical features of the 
e-Service, derived from the user requirements. 

3. Question analysis. This approach focuses on citizens’ responses to ques-
tions, related to specic screenshots or functionality, posed during the 
walkthrough. 

4. Sensitizing concept analysis. This approach focuses on concepts that are 
not interface-specic, such as trust in the system or the intention to use 
it. 

Each approach must result in the compilation of a summary of the partici-
pants’ feedback about the different topics. As the citizen walkthroughs are 
likely to entail more than one kind of response (e.g., comments on the func-
tionality displayed and answers to questions), more than one approach 
should be applied during analysis. Of course, analysis should be designed 
and conducted in such a way that it provides results on the t criteria drawn 
up along with the user requirements. 

After the citizen walkthrough, one will have to review, and possibly re-
vise, the initial user requirements, as some will prove not to be as important 
as expected or will not be accepted by citizens. For all requirements, the 
history section of the Volere template needs to be updated. New require-
ments need to be added to the requirements document and, when crucial for 
the appearance or functioning of the e-Service, these requirements have to 
be tested by means of, again, a citizen walkthrough, facilitated by an up-
dated low-delity prototype and scenario. When the requirements document 
is complete, one can start designing and programming the e-Service which, 
according to user-centered design principles, should also be tested with pro-
spective users. 

3.5 A case study in citizen-centric requirements engi-
neering: A personalized social support e-Service 
We will now illustrate our user-centered requirements engineering approach 
with a case study: a Dutch social support portal. First, we will discuss the 
application process which the e-Service is to facilitate, followed by our re-
quirements engineering activities. 

3.5.1 Social support in the Netherlands 
Dutch citizens who, because of physical or mental ailments, cannot take 
care of themselves or their housekeeping, can rely on the Social Support Act 
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(in Dutch: Wet Maatschappelijke Ondersteuning, or WMO). If they are 
found to be eligible for this kind of aid, they are awarded a housekeeper or 
nurse for a designated amount of time and for a xed number of hours a 
week. For example, John, who just underwent hip replacement surgery ap-
plies for social support as he will not be able to clean his house and has no 
family to help him. After being found eligible, John is given a home help for 
six hours a week for two months. The party that offers and arranges social 
support is the municipality. Municipalities often have contracts with care 
agencies that supply home helps and nurses, and take care of the administra-
tive tasks involved in hiring personnel. 

When applying for social support, the citizen can choose one of two op-
tions: receiving help in kind or receiving a personal budget to hire someone. 
When opting for help in kind, the citizen is appointed help by the municipal-
ity or care agency which then also takes on the administrative burden in-
volved. When opting for a personal budget, the citizen can hire a home help 
of his or her own choice (e.g., a family member) but he or she will also have 
to act as the home help’s employer. This means that the citizen must comply 
with the labor laws (e.g., maintain a system of administration to deal with 
salaries, etc.). 

Applying for social support is difficult and involves a lot of paperwork, 
especially when choosing for a personal budget. In addition, each munici-
pality has a certain degree of freedom to extend regulations regarding the 
Social Support Act. As the application and regulations involved differ from 
municipality to municipality, it is impossible to provide instructions on this 
process on a national level. Digitalizing the process involved in applying for 
a personal budget might be one way of simplifying the procedure and reduc-
ing the paperwork involved. 

The requirements engineering team in our case consisted of two human–
computer interaction specialists, a public administration specialist, an inter-
face and interaction designer, and an ICT service innovator. None of us was 
involved in developing the nal system; our task was only to deliver a set of 
user requirements and to advise the system developers. Exploring the use of 
personalized features (like a personal application process) and interoperabil-
ity was included in the projects as a technology-push. 

3.5.2 Citizen and civil servant requirements interviews 
Two sets of interviews served as input for the user requirements. In the rst 
set, we interviewed six citizens who recently completed an application for 
social support and consequently, could easily reect on their experiences. 
This number may seem small, but at the time of interviewing the Social 
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Support Act had just been introduced and, therefore, the pool of applicants 
from which participants could be recruited was very limited. In the second 
set, we talked with six employees who were professionally involved in the 
application or administration of social support services. Here, we also spoke 
to six people in order to generate as much input as the applicants. The six 
participants represented the different professions that support social support 
applicants (council ofce clerks, application assistants and salary admini-
stration assistants). 

The citizens were recruited by the municipalities that were taking part 
and received a gift voucher. The interviews took place in their homes, as 
some were physically unable to travel, and were audio-recorded. All clients 
had recently applied for a personal budget as a form of social support. In the 
end, only ve of them actually received a personal budget. One citizen de-
cided to abandon the option of the personal budget during the application 
process and chose to receive help in kind instead. One client was repre-
sented by a family member who also took care of the personal budget, as the 
client herself suffered from dementia, and one couple was interviewed to-
gether as they both received help. The employees who were interviewed 
were recruited through the various organizations involved in the project. 
These interviews were held at the ofces of the employees and were also 
audio-recorded. 

During the interviews the topics listed in Section 3.4.1 were discussed. 
In the interviews with the citizens, specific attention was paid to their per-
ceptions of privacy in relation to interoperability. We wanted to know how 
they felt about different (semi-) government organizations exchanging per-
sonal information.  Therefore, at the end of the interview, we asked citizens 
what they would think about different government organizations giving each 
other information about the interviewee, and whether there were specific 
kinds of information they were not allowed to exchange. In the case of civil 
servant interviews, we asked specific questions about their trust in the in-
formation they received from other (semi-) government organizations. 

3.5.3 Requirements interview analysis 
All audio-recorded interviews were transcribed. Next, the three analysis 
techniques we listed in paragraph 3.4.2 were applied to uncover require-
ments that were subsequently written down in the Volere template. 

Critical incidents were only elicited from the clients. Therefore, the 
analysis focused on the parts of the discussion in which citizens told us 
about such experiences. The following example of a negative critical inci-



 

 68 

Requirement #: 2 Requirement Type: Functional 

Description: The system must support the selection of help if the 
applicant opts for a personal budget. 
Rationale: Social support clients use a personal budget to be able to 
determine themselves who is going to help them. The system has to 
support them in this. 
Source: Client interview 1 

Fit Criterion: Not applicable 
Customer Satisfaction: 5 Customer Dissatisfaction: 5 
Priority: High Conflicts: none 
History: Created May 1, 2007 

dent highlights the difculty one woman had in obtaining a parking permit 
for a disabled person: 
 
“I wanted to apply for it [the permit] and it caused me a whole lot of grief. 
In this instance, you don’t get just one letter, but one for every word that’s 
being said. I might have understood it if I had only been living in this 
county for two years or so… but I have been living here for 20 years. You 
would think that they would know me by now! I applied for it in October 
and received it just before Christmas. The same thing happened at the hospi- 
 

 
Figure 3.2. Requirement #28 in Volere template 

 

Figure 3.3 Requirement #2 in Volere template 

Requirement #: 28 Requirement Type: Functional 

Description: The system must provide the clients with the option 
of collecting data from another organization involved in the service 
supply chain, where the data is already known. 
Rationale: Having to provide the same data more than once to a 
government agency involved in the service chain should be avoided. 
Source: Client interview 1, 2, 3 and 5; Employee interview 1 and 3 

Fit Criterion: Not applicable 

Customer Satisfaction: 4 Customer Dissatisfaction: 4 

Priority: High Conflicts: none 

History: Created May 1, 2007 
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tal: they should just put my data into one single computer and get everything 
out of that.” 
 

This story, along with other statements by the interviewees, led us to 
formulate requirement #28 (see Figure 3.2): The system must provide cli-
ents with the option of collecting data from another organization involved in 
the service supply chain, where that data is already known. 

Decision analysis was performed by means of the systematic approach 
by McGraw and Harbison (1997). Sometimes interviewees entrusted an 
agency to apply on their behalf, so in these cases a decision analysis was not 
performed. In the resulting tables we used the interviewees’ experience of 
steps in the application process and choice of words as closely as possible to 
describe the steps they went through during the application process. An ex-
cerpt from one such table can be found in Table 3.1. 

Human factors analysis resulted in the following statement made by a 
client, addressing the wish to choose a home help herself: 
 
“I used to get help from the home help agency. But each time I got a differ-
ent person. I didn’t like that […] They told me I would be better off apply-
ing for a personal budget, so I could choose my own home help. Now I get 
the same help two times a week. A home help I chose myself.” 
 
This statement, and others like it, prompted us to formulate requirement #2 
(see Figure 3.3): The system must support the applicant’s prerogative to 
select his or her own home help if a personal budget is chosen. 

3.5.4 Paper prototyping the social support e-Service 
The citizen interviews resulted in 63 requirements while the interviews with 
the employees added another 39. Based upon these requirements, a low-
delity prototype was developed which had to function as input for the citi-
zen walkthrough. The team brainstormed about possible translations of the 
requirements into a visual design, which was then worked out by the inter-
face and interaction designer. This resulted in 16 screenshots, implemented 
in a PowerPoint presentation. 

Requirement #28 was visualized by means of collecting a citizen’s net 
income from the Tax Administration in an e-form, and is displayed in Fig-
ure 3.4.When citizens reach a eld in the e-form requesting their net income 
in 2006, they can click on a button ‘Retrieve from Tax Service’ and the dis-
played pop-up appears, showing the net income for 2006, as it is known by  
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Figure 3.5. Selecting a hom
e help on the basis of vicinity and appreciation by peers (text in D

utch) 
 



 

 73 

the Tax Administration. Applicants can then choose to use this number in 
their form or to ignore it and ll it in themselves. 

Requirement #2, which species that a client should be able to choose 
his or her own home help via the portal when opting for a personal budget, 
resulted in a separate step in the application process. This step made it pos-
sible for a client to choose a home help from a list of possible candidates. 
This list of candidates could be narrowed down based on their geographical 
proximity to the applicant, the appreciation they received from other social 
support clients (in the form of 1 to 5 stars), or their name. An applicant 
could also choose a home help on a map of his or her neighbourhood. This 
was visualized by means of a map of the Netherlands, containing several 
buckets (each representing a help). Figure 3.5 shows the screen that displays 
this functionality. 

3.5.5 Citizen walkthrough of the social support e-Service 
We conducted a walkthrough that was focused on the acceptance and com-
prehensibility of the functionality, derived from the requirements, as imple-
mented in the low-delity prototype. We guided the participants through the 
prototype via the persona of Mrs. De Vries, who recently underwent hip 
replacement surgery and, via the e-Service, applied for social support, 
choosing for a personal budget. 

The organizations involved recruited 15 participants who recently com-
pleted an application for social support, or were in the process of applying at 
that moment. In line with the total population that applies for social support, 
the percentage of senior citizens in our sample was high and included a 79-
year old and an 81-year old. All in all, the participants were a representative 
sample of the e-Service’s prospective end-users. As in the case of the citizen 
requirements interviews, we visited them at home and rewarded them with a 
gift voucher. 

We would start a session by introducing the ctitious character of Mrs 
De Vries. Then we would show the prototype, tell Mrs De Vries’ story, and, 
after showing each screenshot, question the participant about the visualized 
functionality. In the case of requirement #28 and the screen displayed in 
Figure 3.4, we asked each participant two specic questions, in addition to 
the standard questions as listed in Section 3.4.5: 
§ For you personally, what are the benets and disadvantages of retrieving 

data from other organizations and incorporating this directly into your 
own form? 

§ Do you like this way of lling in a form? 
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After showing Figure 3.5, depicting requirement #2, we asked the partici-
pant the standard and the following specic questions: 
§ Do you think it is useful that you can select a home help from a map? 
§ Do you think it is useful that the appreciation of the different home helps 

is rated by others? 
§ Do you think this is a pleasant way to select a home help? 

When all the screenshots were dealt with, we posed some general ques-
tions, addressing the citizens’ intention to use the e-Service, their self-
efcacy, trust in the website and participating organizations, and the biggest 
(dis)advantage of using the website. Finally, we asked them to formulate 
one piece of advice for the designers of the social support portal. 

3.5.6 Results of the citizen walkthrough 
All of the citizen walkthroughs were audio-recorded, transcribed and ana-
lyzed using the approaches listed in Section 3.4.6. 

The analysis of feedback on the functionality, derived from requirement 
#28 and depicted in Figure 3.4, resulted in the following section in our 
evaluation report. The suggestion to collect personal data from other organi-
zations received an enthusiastic response. Nine interviewees told us that 
they thought this mechanism was pleasant and ve people thought it was 
useful. The participants had several reasons for this opinion. The most fre-
quently mentioned reason (four times) was that it saved them from having to 
search for papers. Two people stated that it prevented mistakes being made 
and, last but not least, two participants liked this idea because it meant that 
they would no longer have to do calculations themselves. One participant 
wondered how this would work in practice if the application was managed 
by a representative and thought that this alternative approach was not visual-
ized clearly in the prototype. All in all, the results indicate that potential 
users greatly welcome the idea of collecting data at other organizations in 
order to speed up and simplify the process of lling in e-forms. Only one 
participant disliked the idea altogether. One point of attention should be the 
application process that is completed by a representative. In this case, the 
interface must make clear that it is the client’s data that is being collected 
and not that of the representative. 

The analysis of feedback on the functions that were derived from re-
quirement #2 and depicted in Figure 3.5 can be summarized as follows. The 
functionality that facilitated the search for a home help via the e- Service 
received mixed feedback. Five participants were positive about the prospect 
of nding a home help via the website, as displayed in the low-delity pro-
totype. The majority of the participants, however, provided negative feed-
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back. This was caused by the spate of problems they had encountered with 
the functionality as displayed in the low-delity prototype. First of all, seven 
participants did not understand the function of the ‘vicinity’ criterion by 
which they could select home helps who lived close to their homes. Second, 
ve participants did not understand the function of the stars which were 
used to indicate how other people rated a home help. Moreover, ve of the 
participants indicated that they could not deduct any useful information 
from these ratings, as they thought they were too subjective. Third, partici-
pants told us that critical information was missing, such as someone’s ex-
perience (mentioned 7 times), age (5 times) and gender (3 times). Finally, 
seven participants said that they would not be able to choose a home help 
solely via a website as they would have to meet him or her face-to-face in 
order to see whether they could get along well together. 

3.5.7 Revision of the user requirements 
Based on the prototype evaluation, we corrected our user requirements. In 
all cases, the evaluation results of the requirements that were visualized in 
the prototype had to be included in the ‘history’ section of the template. 

Requirement #28 (‘The system must provide the clients with the option 
of collecting data from another organization involved in the service supply 
chain, where the data is already known’) was greatly appreciated by the citi-
zens. In the Volere template a functional requirement (like requirement #28) 
is not awarded a t criterion, as a function is either implemented or not. 
However, a positive appreciation by prospective clients can serve as a check 
for the right of a requirement to exist. Based on the results of the citizen 
walkthrough, requirement #28 should be included in the nal system design 
in the form as it was displayed in the low-delity prototype, but with an 
added requirement, satisfying the need for clear information for representa-
tives of social support clients, specifying how data collection goes on in 
their particular situation. 

Requirement #2 (‘The system must support the selection of a home help 
if the applicant opts for a personal budget’) was not appreciated by partici-
pants in the form in which it was implemented in the low-delity prototype. 
This forced us to formulate additional requirements which catered for the 
problems that had been identied in this step of the application process. For 
example, a more detailed explanation about what was meant by ‘vicinity’ in 
the ‘vicinity’ entry eld was needed, more information about the back-
ground of all the home helps was requested and nally, a function that fa-
cilitated a meeting between the two parties was to be added (a result of the 
need for face-to-face contact). We decided to abandon the rating feature as it 
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generally received negative feedback and therefore did not contribute to the 
usefulness of the system. 

3.6 Conclusions and recommendations 
In this chapter, we have presented a user-centered approach to requirements 
engineering for personalized e-Government services and demonstrated its 
value by means of a case study. The approach utilizes interviews, the formu-
lation of requirements with a focus on concrete and measurable criteria, 
low-delity prototyping, and an evaluation by means of a citizen walk-
through. Based on our experiences, we will draw several conclusions on the 
usefulness of this approach and formulate recommendations for other re-
quirements engineers. 

Our approach, like any user-centered design process, should be seen as 
an iterative process: requirements, as they are translated in the prototype, 
need to be checked with prospective users and, if necessary, must lead to 
reformulated or elaborated requirements, which need to be checked again. 
Our case study underlined the benets of applying more than one iteration. 
The need for iterative design originates in the stage in which designers de-
velop the requirements into system design: a creative step. This interpreta-
tion may not fully correspond with users’ wishes, needs or the context that 
prompted this requirement and thus, needs to be tested with prospective 
end-users. In our case study, most of the requirements, as translated in the 
prototype design, were accepted by the clients receiving social support. 
However, some requirements needed to be redened and some additional 
requirements were formulated. The effort invested in the citizen walk-
through certainly proved to be worthwhile as the evaluation revealed some 
new issues that were crucial for successful and useful interaction between 
the e-Service provider and the user. The information clients need when 
searching for a home help, for example, appeared to be more detailed than 
we expected on the basis of the interviews that were geared towards deter-
mining their requirements. 

We have dealt with the (possible) presence of personalized features in 
the final system during the user requirements engineering process in several 
ways. Personalization was made tangible to the participants during the citi-
zen walkthroughs by means of a low-fidelity prototype and the scenario of 
Mrs. De Vries. The participants’ reactions to the prototype and our ques-
tions lead us to believe that this approach has succeeded in demonstrating 
the personalized features. A personalized feature related to interoperability, 
for example, was demonstrated by automatically collecting Mrs. De Vries’ 
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net income from the tax service. The participants provided us with well 
thought-out answers that showed us why they liked or disliked the feature. 
Based on these answers, we conclude that our approach was successful in 
demonstrating personalized features in low-fidelity prototypes. Next, feel-
ings of trust and privacy were accounted for by asking interviewees to react 
on a scenario in which two government agencies exchanged personal infor-
mation. The interviewees’ comments allowed us to formulate requirements 
on this topic and to design a low-fidelity prototype displaying the associated 
functionality. The citizen walkthrough participants gave many positive 
comments on this feature. This indicates that the design of this instance of 
personalization, based on the interviews, is a successful translation of the 
demands and wishes expressed during these interviews, and that the method 
of requirements elicitation generates the comments needed to design value-
adding and acceptable personalized features. 

An important experience we have gained concerns the role of the re-
quirements engineer(s). The person or persons that take on this role have a 
major inuence on the functionality and appearance of the system that is 
about to be designed. Hertzum and Jacobsen (2001) have shown that experts 
can differ tremendously in their interpretation of evaluation results. There-
fore, it is wise to put together a team of requirements engineers rather than 
let one single expert do all the work. Furthermore, Cooper (1999) has con-
tended that specialists with a technical background often have dissimilar 
interests and beliefs on the use of technology than regular users, which may 
take the upper hand during the process of designing the systems. Generally 
speaking, this is not in the best interests of users as they might end up being 
burdened with functionalities they do not use or understand. Therefore, hu-
man–computer interaction specialists need to be involved. The composition 
of our team of requirements engineers appeared to be one way of avoiding 
one design viewpoint from dominating the discussion. The many debates 
between team members resulted in a low-delity prototype design that gave 
in to user, as well as technical, demands. As a result, the prototype not only 
served the wishes of the user, it was also feasible to start development. 
Moreover, the requirements, low-delity prototype and evaluation results 
were convincing enough for one of the largest cities in the Netherlands to 
take it as the basis for the development of a full-edged, interoperable and 
personalized social support portal. 
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Chapter 3 illustrated how one can engineer user requirements for personal-
ization. On the basis of these requirements, a (prototypical) system can be 
designed. No matter how well-advanced a prototype, as soon as it makes a 
system’s functionality clear to prospective users, it can be evaluated. As I 
noted before, evaluations can either be formative or summative. A formative 
evaluation is geared towards collecting input for redesign and is normally 
conducted with a prototypical version of a system. A summative evaluation 
is focused on assessing whether a system achieves the effects it was de-
signed for (like increased learning performance for an e-learning system), 
and should make use of a well-advanced prototype or final version of the 
system. 

In chapter 4, I present a literature review of publications that report 
user-centered evaluations of personalization. Such evaluations are focused 
on the subjective experience of personalization by (prospective) users. This 
chapter informs the reader how such evaluations are currently conducted 
and how this practice could be improved upon. 
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An earlier version of this chapter has been published as: 
Van Velsen, L., Van der Geest, T., Klaassen, R. & Steehouder, M. (2008). 
User-centered evaluation of adaptive and adaptable systems: A literature 
review. The knowledge engineering review, 23(3), 261-28. 



 

 80 



 

 81 

“The only man who behaves sensibly is my tailor: he takes my measure-
ments anew every time he sees me, while all the rest go on with their old 

measurements and expect me to fit them.” 
-- George Bernard Shaw 

 

4.1 Introduction 
Evaluations of both personalized and non-personalized systems commonly 
serve three goals: verifying the quality of a product, detecting problems and 
supporting decisions (De Jong & Schellens, 1997). These functions make an 
evaluation a valuable tool for developers of all kinds of systems, because it 
can justify their efforts, improve upon a system or help developers to decide 
which version of a system to release. In the end, this may lead to higher 
adoption of a system, more ease of use and a more pleasant user experience. 

In the literature on system evaluation, often a distinction is made be-
tween user-centered and system-centered evaluation. User-centered evalua-
tion (UCE) is focused on gathering subjective experiences of evaluation 
participants. System-centered evaluation (SCE), on the other hand, aims at 
determining whether a system is effective and efficient or not by using a set 
of system metrics (Díaz, Gercía, & Gervás, 2008). Two well-known exam-
ples of such system metrics from the field of information retrieval are preci-
sion and recall. The system’s performance on these criteria is determined by 
experts and the basis of large amounts of usage data, which does not neces-
sarily have to originate from real-life user-system interaction. SCE is well-
suited to develop efficient algorithms, or to identify the personalization 
techniques that score best in terms of objective effectiveness and efficiency. 
Besides assessing the subjective effectiveness and efficiency of a system, 
UCE is helpful when testing preliminary ideas, exploring a system’s poten-
tial and limitations, and can generate redesign input (Petrelli, 2008). In con-
trast with SCE, UCE can guide the development of systems that are to be 
used by real people in a real-life context (Díaz, Gercía, & Gervás, 2008). 
Our definition of UCE is partly based on the definition of human-centered 
design in ISO guideline 13407: ‘human-centered design processes for inter-
active systems’ (International Organization for Standardization, 1999). We 
see UCE as an empirical evaluation obtained by assessing user performance 
and user attitudes toward a system, by gathering subjective user feedback on 
effectiveness and satisfaction, quality of work, support and training costs or 
user health and well-being.  

The inclusion of personalized features causes complications for UCE. 
First, most traditional evaluation methods are based on the assumption that 
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system output is the same for each user in every context. But when person-
alization comes into play, this assumption no longer holds. How does one 
evaluate a system and generate redesign input from the results when the 
system constantly takes a different appearance? Second, specific usability 
issues, like predictability, need to be taken into account (see Section 1.4.1.). 
Currently, it is unclear which UCE methods are best suited for uncovering 
usability issues in, or assessing the perceived quality of personalization. The 
aforementioned complications pose us the challenge of finding valid, reli-
able and useful methods for UCE of personalized systems. This literature 
review aims to help address this challenge. 

The remainder of this chapter is as follows. Section 2 will present our 
research question and the procedure we followed while reviewing literature. 
Then, we will list the kinds of personalized systems that were evaluated in 
the past, which variables were assessed during these evaluations and which 
evaluation designs they utilized, in Sections 3, 4 and 5. Section 6 describes 
the prototypical versions of the system that were used during the evaluation. 
Next, we discuss the different data gathering methods that were used and 
comment on their suitability for evaluating personalization. The final sec-
tions of this chapter contain points for improvement, a rough guide to evalu-
ating personalization, implications for future research and a quickscan of 
evaluations published in the last few years. Section 10 ends this chapter with 
our concluding remarks. 

4.2 Research question and literature selection 
Three surveys on the evaluation of personalized systems have been pub-
lished in the past. Chin (2001) focuses his overview on the design of ex-
perimental evaluations, whereas Gena (2005) and Gena & Weibelzahl 
(2007) take a more comprehensive view and also include (among others) 
qualitative evaluation methods in their discussion of empirical evaluation 
approaches. These surveys have applied a prescriptive approach, describing 
theory, illustrated with some examples from practice. This survey, however, 
takes a descriptive approach. After mapping the UCE practice of personal-
ized systems, we will reflect on its quality and provide suggestions for im-
provement if necessary. A similar approach was used in a concise review by 
Weibelzahl (2003), where he remarks that the evaluation practice of person-
alized systems is poor, partly due to deficient reporting of activities. How-
ever, Weibelzahl does not provide the reader with an elaborate discussion on 
how inappropriate use can be avoided or improved upon. This review does 
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seek to inform the practitioner about avoiding the identified pitfalls and the 
suitability of different methods for the evaluation of personalized systems. 

The following main question was formulated for the review: 
 
How have user-centered evaluations of personalized systems been con-
ducted in the past? 
 
In order to answer this question, the following secondary questions with 
regard to UCE of personalization were formulated: 
1. What types of personalized systems have been evaluated in the past? 
2. Which variables have been assessed in the evaluations? 
3. Which designs have been used for the evaluations? 
4. What kinds of prototypes have been used for the evaluations? 
5. Which methods have been used for the evaluations? 
6. What are the advantages and disadvantages, the validity and the reliabil-

ity of the methods used for the evaluations? 
7. How can the usage of UCE methods be improved upon? 

We based our review strategy on the York method (a method for con-
ducting a systematic and empirical literature review), which originates in 
medical science (NHS Centre for reviews and dissemination, 2001). With 
small modifications (e.g., leaving out descriptions of medical interventions), 
this method could be applied to the purpose of this study. 

We searched for reports on UCE of personalized systems in the follow-
ing databases or projects: ACM digital library, ERIC, IEEE Xplore, IN-
SPEC, PsycInfo, Science Direct, Scopus, Web of Science, Easy-D (see 
http://www.easy-hub.org/hub/studies.jsp for a list of publications), Peach 
project (see http://peach.itc.it/publications.html for a list of publications). 
Besides databases, we also consulted the Websites of 15 well-known re-
searchers in the field of personalized systems and searched their publication 
lists for relevant studies. 

The following inclusion criteria were used: 
§ The study had to report the evaluation of a personalized system. 
§ The evaluation of the system had to be (partly) user-centered. Studies 

that only discussed the evaluation of algorithms or other technical as-
pects of the personalization process were excluded. 

§ The study had to describe or discuss at least one of the following issues: 
advantages or disadvantages, validity, reliability, costs of a method, the 
participants involved, the variables assessed and the implementation of 
results in (re)design processes. 

§ Studies reported before 1990 were not included. 
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For each selected study, the relevant information was assessed and recorded 
in a database: this included system characteristics (e.g., adaptive feature), 
research design (e.g., methods used for evaluation) and UCE method char-
acteristics (e.g., validity). The content of this database is available on 
http://www.easy-hub.org.  

The search was conducted from March 21, 2006 until March 28, 2006, 
and initially resulted in a huge number of hits (>4000). Possibly relevant 
hits were saved, duplicates were identified and removed, and the abstracts of 
338 remaining articles were read. The selection criteria were applied to the 
abstracts, resulting in 127 studies of which the full text was read. The major-
ity of these studies (n = 72) proved not to meet the selection criteria after all, 
and they were consequently excluded. The 55 remaining studies were in-
cluded in the review. The Adaptive Hypermedia 2006 conference, which 
was held shortly after our search, provided six additional studies. Finally, 
we found two more relevant studies through references in reports (Cheverst 
et al., 2005; Schmidt-Belz & Posland, 2003). These were included in our 
review, making a total of 63 studies. A list of the articles and reports in-
cluded in the literature review can be found in the Appendix. 

4.3 Evaluated systems 
Most of the studies focused on a single evaluation of an individual system; 
19 studies described a series of consecutive evaluations of a system. Only 
one study reported the evaluation of more than one system. Of the systems 
included in the review, 23 were adaptive systems (37.1%), 17 were adapt-
able systems (27.4%) and 22 systems were both adaptive and adaptable 
(35.5%). In 37 cases, the studies were part of the design process (formative 
evaluation), whereas 18 studies assessed the appreciation of the system after 
its implementation (summative evaluation). Eight studies could not be clas-
sified as either formative or summative. 

Most of the evaluated systems were learning systems (12 studies), fol-
lowed by intelligent tourist guides (8 studies), information databases (7 
studies), interfaces (7 studies) and location-aware services (7 studies). The 
PC is the most popular platform for personalized systems, as appeared from 
the evaluations (42 studies). In 34 studies, the PC application was a Web 
browser. This does not automatically mean that most personalized systems 
run via a Website. Two prototype systems were designed as Websites for 
the sake of evaluation. Website prototypes are relatively easy to develop at 
low costs. Other platforms we encountered frequently were the PDA (12 
studies) and the mobile phone (7 studies). 
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4.4 Assessed variables 
In total, 44 variables were mentioned in the studies. Though different names 
were used by the authors, the concepts being measured were often identical. 
Therefore, we grouped these identical concepts and gave them one name. 
These variables can be grouped in the following categories: 
1. Variables concerning attitude and experience 
§ Appreciation 
§ Trust and privacy issues 
§ User experience 
§ User satisfaction 

2. Variables concerning actual use 
§ Usability 
§ User behavior 
§ User performance 

3. Variables concerning system adoption 
§ Intention to use 
§ Perceived usefulness 

4. Variables concerning system output 
§ Appropriateness of adaptation 
§ Comprehensibility 
§ Unobtrusiveness 
In the studies in our review, ‘usability’ was most frequently measured, 

followed by ‘perceived usefulness’ and ‘appropriateness of adaptation’. Ta-
ble 4.1 shows how often each variable was addressed in the 63 reviewed 
studies. 
 

Table 4.1 Variables addressed in UCE in collected studies (n = 63) 
Variable Times addressed 

1. Usability 33 
2. Perceived usefulness 26 
3. Appropriateness of adaptation 26 
4. Intention to use 25 
5. User behavior 24 
6. Appreciation 18 
7. User satisfaction 18 
8. User performance 17 
9. Comprehensibility 10 
10. User experience 8 
11. Trust and privacy issues 7 
12. Unobtrusiveness 1 
13. Other variables 4 
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4.5 Evaluation designs 
This section deals with two common UCE designs: comparisons and labora-
tory or real-life settings. 

4.5.1 Comparing personalization and non-personalization 
Comparisons aim at identifying the differences between a personalized ver-
sion of a system and one in which the personalized feature is removed. 

4.5.1.1 Usage 
Fourteen studies compared a personalized and a non-personalized version of 
a system. Most of these (8 out of 14) measured the user performance with 
two versions of a system (e.g., the amount of learning achieved with a sys-
tem). The goal was to judge whether the personalized system was better for 
the user than the non-personalized system. 

4.5.1.2 Implications 
The validity and reliability of such comparisons have been discussed at 
length in the literature (e.g., Höök, 1997, 2000). Comparing a personalized 
system with one where the personalization has been removed is deemed a 
false comparison. When the personalized features have been removed, the 
system is no longer a worthy opponent (Höök, 2000). The evaluation reports 
we found also discussed this issue. Furthermore, users may be biased toward 
the personalized version of the system, they may favour new technology, or 
they may want to please the experimenter and give socially desirable an-
swers (Bohnenberger, Jameson, Krüger, & Butz, 2002). 

Finally, the study designs appeared to consider too short an interaction 
time to understand the full effect of personalization on the user: personal-
ized systems need time to ‘learn’ about an individual user before personal-
ization can achieve maximum performance. This implication is also known 
as the cold start problem. In order to grasp the full effect of personalization, 
longitudinal studies are needed (Gabrielli & Jameson, 2009; Höök, 1997). 

4.5.1.3 Comment 
Comparisons are an instrument most suited for summative SCE’s. A possi-
ble outcome of such an evaluation might be that a personalized system is 
found to be more efficient than a non-personalized version, which may sug-
gest that the personalized version is better. But the comparison does not tell 
much about usability, perceived output, or future adoption. In short, the 
practical value of comparisons with respect to UCD is limited (Alpert & 
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Vergo, 2007). Furthermore, defining quality in terms of user performance is 
troublesome. If it takes users longer to accomplish a task with a non-
personalized version of a system, but they have a better experience using 
that version, one has to wonder which version is ‘better’. Is there an abso-
lute ‘better’ version? Evaluators must be aware of the limited importance of 
efficiency when it comes to the total user experience. 

A comparison can be used to determine user performance with a person-
alized system in comparison with a non-personalized variant. However, it 
needs to be very clear what is being compared with what. If a non-
personalized system is involved, this system should be a worthy equivalent 
for the personalized system and not a weak version of the original system. 
This might happen when the personalized features are stripped from a per-
sonalized system for comparison purposes. In that case the evaluator ends 
up with a system that is not optimally designed for its purpose. Comparing a 
personalized system and with a traditional variant (e.g., a personalized 
health information system and information provided on paper (see Cawsey, 
Jones, & Pearson, 2000)) may be fairer, and it can provide valuable insights 
as well. 

4.5.2 Laboratory and real-life observations 
When observing, a researcher watches a participant working with a person-
alized system, noting interesting events, or recording the whole session. 

4.5.2.1 Usage 
In our collection of reports, laboratories were mentioned seven times, but 
none of the reports specifies how the laboratory was used. It is therefore 
difficult to determine whether the use of a laboratory was a plus or not. Five 
studies used real-life observations. 

4.5.2.2 Implications 
Using a laboratory allows the researcher to control the environment. It per-
mits one to exclude outside influences, so one can focus on the variables 
one wants to assess. The downside of using a laboratory is that one loses the 
real-life setting; using the laboratory reduces ecological validity. 

4.5.2.3 Comment 
For some systems (e.g., a personalized website), a laboratory may facilitate 
a valid and reliable evaluation. The choice of an artificial or real-life testing 
environment depends on the relation the system has with its surroundings. If 
the relation with its surroundings is important to the working of a system it 
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might be wise to test the system in the field instead of the laboratory. An 
example of such a system is a personalized tourist guide that tailors its out-
put on the basis of user interests and geographical location. It cannot be 
tested to its full extent in a laboratory setting. 

4.6 Prototypes 
In order to evaluate a personalized system, subjects need to interact with a 
final or prototypical version of the system. Otherwise, subjects have diffi-
culty imagining how personalization will work and how it will relate to their 
everyday activities (Weibelzahl, 2005). The types of prototypes used in the 
reported studies are displayed in Table 4.2. The first three will be discussed 
in detail. Since not all reports specified in what stage of completion the sys-
tem was during the evaluation, it was difficult to assess whether a prototype 
was used or not. 
 

Table 4.2 Prototypes used for UCE in collected studies (n = 63) 
Interaction method Times used 

1. Working prototype 17 
2. Computer simulation 3 
3. Paper prototype 3 
4. Mockup simulation 2 
5. Wizard-of-Oz prototype 2 
6. Demonstration of system 2 

 
The use of a working system prototype was reported 17 times. Creating 

a working prototype is relatively easy and cheap compared with creating a 
full system, and it can help to verify or improve upon the quality of a prod-
uct. Hence, creating a prototype is a wise use of money and effort (Field, 
Hartel, & Mooij, 2001). However, the use of a prototype version of a system 
does not yield the same results as one would obtain using the full system 
(Field, Hartel, & Mooij, 2001) and a prototype that has been simplified too 
much may not be the best instrument for uncovering usability issues. 

A computer simulation offers the participant the possibility to interact 
with a personalized system on a different platform than it is intended for (as 
in Gena & Torre, 2004). Simulations are a feasible means of testing a sys-
tem when development is well under way, but not yet completed. Neverthe-
less, one has to be cautious when generalizing the results and applying them 
to another device. People may interact differently with a computer than with 
other devices (Buchauer, Pohl, Kurzel, & Haux, 1999; Goren-Bar et al., 
2005). 
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Low-fidelity prototypes, like paper prototypes, allow the researcher to 
test personalization in a very early phase of system development (as in 
Karat, Brodie, Karat, Vergo, & Alpert, 2003). They can help to pinpoint 
crucial issues that may play a role in the adoption of the system in the future 
and can help to assess the participants’ attitudes towards personalization 
(Walker, Takayama, & Landay, 2002). Paper prototypes often include just a 
few screenshots of the system, which are not necessarily representative of 
the final version (see, for example, the screenshots we used in Section 
3.5.4). They must provide the participant with an idea of the system func-
tions and personalized output (Virzi, Sokolov, & Karis, 1996). Based on the 
low-fidelity prototype, participants can comment on the concept behind the 
system and its functionality. Because of their abstract nature, these proto-
types are likely to elicit mainly abstract user feedback. 

 
Table 4.3 Methods used for UCE in collected studies (n = 63) 

Method Times applied Variables most often assessed 

1. Questionnaire* 47 
Usability (21) 
Perceived usefulness (19) 
Intention to use (14) 

2. Interview* 27 
Intention to use (9) 
Appropriateness of adaptation (7) 
Usability (7) 

3. Data logging 24 
User behavior (17) 
User performance (6) 

4. Focus groups & 
group discussions* 8 

Intention to use (4) 
Perceived usefulness (2) 
Trust & privacy issues (2) 

5. Thinking-aloud* 7 
Usability (2) 
User behavior (2) 

6. Expert review 6 Usability (3) 
Note: Only methods that are used more than twice are shown 

*UCE method 

4.7 Data gathering methods 
The methods and instruments used in the investigated studies are listed in 
Table 4.3. Two points are worth noting. First, almost every study uses mul-
tiple data gathering methods. Second, some of the listed methods (e.g., data 
log analysis) may not be in accordance with our definition of UCE, because 
they do not collect subjective feedback from (potential) users. However, 
studies that used methods that are not user-centered along with methods that 
are user-centered were still included in our review. In these cases, the meth-
ods should be seen as complementary, providing triangulated data, and con-
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tributing to the overall value of the evaluation. In the following subsections 
the methods listed in Table 4.3 will be discussed more thoroughly. 

4.7.1 Questionnaires 
A questionnaire collects data from respondents by letting them answer a 
fixed set of questions, either on paper or on screen. Items on these question-
naires can be closed (when participants can choose one of multiple choices) 
or open (when participants can freely answer in writing). 

4.7.1.1 Method usage 
Questionnaires were the most common evaluation method in the studies, 
and were used 47 times. The most commonly measured variables were us-
ability (21 times), perceived usefulness (19 times) and intention to use (14 
times). Of the questionnaires, 30 only presented closed questions, 5 only 
open questions, 9 both kinds of questions, and for three studies it could not 
be assessed what kind of questions were posed. Interestingly, questionnaires 
were often used both for gathering global impressions of the system and as a 
tool to identify problem areas. In 25 studies, the questionnaire was used as a 
form of formative evaluation and in 16 studies for summative evaluation. 

One of the advantages of questionnaires is the large number of partici-
pants that can be accommodated. Table 4.4 shows the different sample sizes 
used in the reviewed studies. The number of questionnaires completed by 
only a small number of subjects is large and questionable from a methodo-
logical perspective. If a sample group is small, it is difficult to generalize 
findings (Weibelzahl, Lippitsch, & Weber, 2002) and a small number of 
respondents limits the possibilities of statistical processing. Some authors 
discussed the need for a large group of respondents in order to generate a 
meaningful evaluation (Cawsey, Jones, & Pearson, 2000) or commented 
that their study suffered from the small number of respondents (Gregor, 
Dickinson, Macaffer, & Andreasen, 2003; R. Henderson, Rickwood, & 
Roberts, 1998). In order to make claims about the general usability of a sys-
tem, for example, sample sizes need to be large enough that they can be 
generalized to a larger population of users (Dicks, 2002). In the evaluation 
design, the designated number of participants should be geared to the goals 
of the evaluation. Whereas problem detection can be done with a relatively 
small sample, the verification of quality needs a larger, representative group 
of respondents. 
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Table 4.4. Number of questionnaire respondents 
Number of respondents Times encountered 

<25 15 
25-100 23 
100-250 6 
>250 4 

 
Another issue worth mentioning is the construction of the question-

naires. Before items can be constructed, the variable one wants to investi-
gate needs to be defined. Next, the items measuring this variable have to be 
geared upon this definition. We have encountered mismatches between vari-
ables and items in the reported questionnaires. An example can be found in 
Cheverst et al. (2005). In their evaluation of an intelligent control system, 
they measured the variable ‘Acceptance’ by means of items on ‘previous 
experience with such systems, (e.g., automatic doors, Microsoft Office As-
sistant) in different environments (i.e., home, work)’ (p. 262). The authors 
do not define ‘Acceptance’ whereas the items do not assess the essence of 
the variable as it is used in the field of technology adoption and where ac-
ceptance comprises high usage of a technology by designated users. The 
items by Cheverst et al. assess ‘experience with similar systems’. Although 
this variable might influence acceptance, there is certainly more to accep-
tance than previous experience alone. The article however, does not clarify 
whether the variable is defined wrong and should be assessed by means of 
different items, or should be named ‘Previous experience with similar sys-
tems’ because the definition of the variable is in compliance with the items. 

Measuring psychological constructs with only one or two items (e.g., R. 
Henderson, Rickwood, & Roberts, 1998) is generally not considered good 
practice, and measuring two concepts in one question might easily yield 
non-valid results (Spector, 1992). An example of the latter was found in 
Stary & Totter (2003). They asked participants: ‘Overall, how clear and 
useful are the contents of the information system?’ Clarity and usefulness 
are two distinct variables, but here the participants must express them in one 
answer on a Likert scale. As a result, no definite answer can be expected. 

Finally, the design of a Likert scale should result in a measurement con-
tinuum (Spector, 1992). Muntean and McManis (2006), for example, de-
signed a five point Likert scale to assess usability and user satisfaction. 
Their scale included the response choices: 1, poor; 2, fair; 3, average; 4, 
good and 5, excellent. The inclusion of ‘fair’ as the number 2 choice distorts 
the continuum of the Likert scale. Therefore, one cannot interpret an aver-
age score on one of these items as a valid indication of usability or user sat-
isfaction: the results are skewed toward a neutral or positive reaction. 
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The results of questionnaires are not reported systematically and as a re-
sult, it may be hard for a reader to judge the quality of an evaluation. When 
assessing quantitative scores on variables by means of multiple items and 
Likert scales, it is good practice to first determine and report the quality of 
measurement. By determining and reporting Cronbach’s α (Cronbach, 1951) 
for each variable, readers can assess the quality of a questionnaire. Next, 
reporting the means and standard deviations for each variable can provide 
the reader with a clear view on the answers the participants gave and their 
consensus (or lack thereof) on a certain topic. 

4.7.1.2 Comment 
A questionnaire can be very useful for measuring appreciation of personal-
ization, user satisfaction, general opinions about the system, or for bench-
marking purposes. Such variables are suitable for quantitative measurement, 
using Likert scales, for example. Questionnaires, with either open or closed 
questions, may not be the best choice for identifying usability problems. 
Other methods that collect their data simultaneously with the user-computer 
interaction may be suited better as they can capture problematic incidents 
‘on the fly’. The next chapter will report a study that delves into this matter. 

Effective questionnaires can yield useful insights, hopefully leading to 
the construction of a standard quantitative instrument, based on question-
naires used in the past. Therefore, we encourage the publication of the used 
questionnaires in appendices or on Websites. Furthermore, we encourage 
evaluators to design and validate questionnaires according to the guidelines 
listed by Spector (1992) and report them according to the guidelines of 
Kitchenham et al. (2002). 

4.7.2 Interviews 
In interviews, participants are asked questions in person by an interviewer. 
Interviews can be structured, with fixed questions, or semi-structured, if the 
interviewer can also ask questions that come up during the interview. 

4.7.2.1 Method usage 
Twenty-seven studies reported interviews with users. This makes it the sec-
ond most frequently used method. In 19 studies, the interview could be 
qualified as part of the formative evaluation, and in 7 as part of the summa-
tive evaluation. In interviews, the variable ‘intention to use’ was addressed 
nine times, and ‘appropriateness of adaptation’ and ‘usability’ were each 
addressed seven times. No other variables stand out. 
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The manner in which interview results have been reported, make it seem 
that evaluators consider interviews to be inferior to statistical data. Gregor et 
al. (2003), for example, conducted a study by means of effectiveness tests 
and interviews. In their results section, they only discuss the effectiveness of 
the system. The interview results are only marginally mentioned in the dis-
cussion section, where they say ‘Comments from the dyslexic pupils indi-
cated a strong subjective preference for their individually selected settings 
over the defaults of the word processor’ (p. 353). Because the authors do not 
point out how many participants gave this indication (e.g., three out of six), 
we have to take their word for this conclusion. Only reporting trends in in-
terview results is a phenomenon we have encountered often (e.g., Gena & 
Torre, 2004; Ketamo, 2003; Kolari et al., 2004; Södergard et al., 1999). 
When analyzing interviews, one can apply several systematic approaches, 
for example, analyzing results per question asked, or steps in a process (e.g., 
teachers’ perceptions of steps involved in learning students how to engineer 
requirements). In order to prevent confusion, it is best to choose one ap-
proach and stick to it (Patton, 2002). Results from interviews deserve a sys-
tematic analysis and presentation in the proper section of the report: the re-
sults section. They are too valuable to be treated as side issue. 

In almost all cases, interviews were conducted after the interviewee had 
used the system. As a result, experiences and possibly important comments 
might be forgotten or not deemed relevant, and thus never be reported. A 
solution for this problem might be an interview with the help of video as 
used by Goren-Bar et al. (2005). They videotaped the subject while interact-
ing with a personalized museum guide and interviewed the subject after-
ward, while watching the recording together. The rationale behind this 
method was that the researchers hoped to discover the reasoning behind user 
actions. A positive side-effect may be that users remember and mention ex-
periences they might otherwise have forgotten. 

4.7.2.2 Comment 
The interview is a fine method for exploring abstract issues in depth. Such 
issues include the specific usability issues for personalization as listed in 
Section 1.4.1, appropriateness of personalization and the appreciation of 
personalization. 

The reports of interviews in the articles were generally not very detailed. 
The interviewer and his background often remain unmentioned and system-
atic overviews of the data collection process and results are scarce. In re-
ports, the processing of data from the interviews has to be described and 
justified, in order to determine its quality. For an overview on how to ana-
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lyze qualitative data, like interview results, we refer to Miles & Huberman 
(1994). When reporting interviews, a good standard is to provide typical 
comments made by interviewees (e.g., Ketamo, 2003; H. Smith, Fitzpatrick, 
& Rogers, 2004). 

4.7.3 Data log collection 
Data logs record the actions performed by participants when interacting with 
a system. These data logs can serve as the basis for quantitative or qualita-
tive analysis. The analysis can focus on user behavior (clickstream analysis) 
or the user performance. 

4.7.3.1 Method usage 
The interaction with the system was recorded in 24 studies. Data logs were 
most frequently used to assess user behavior (17 times), and in some cases 
user performance (6 times). 

One strength of the method lies in the possibility of collecting huge 
amounts of data without disturbing the user (the method is unobtrusive). 
Another advantage is that data logging records behavior objectively. 

4.7.3.2 Practical implications 
Analyzing data logs to determine user performance may be troublesome. 
Stein (1997) reports that it may be difficult to interpret task completion time 
as a measure of user performance (the faster a subject completes a task, the 
more efficient a system), as personalized output may sometimes provide the 
user with more (difficult) output on purpose (e.g., when the system assumes 
a student needs more reading material to understand a lesson). 

One of the most important drawbacks of using data logs as an evaluation 
method is that this does not provide insight into the causes of problems that 
are discovered (Jensen, Boll, Thysen, & Pathak, 2000). For example, one 
can conclude from a set of logs that some users skip the introduction page of 
a system and immediately try to execute tasks. As a result, they may need 
more time than users who did not skip the introduction page. Data logs do 
not provide information on what made the user skip the introduction page. 
In order to answer these kinds of questions and to gain a full understanding 
of user behavior, data log analysis should be combined with other (qualita-
tive) evaluation methods, like thinking aloud or focus groups. Triangulation 
can help to determine the causes behind the user behavior, which is neces-
sary to generate successful improvements (Herder, 2006). 
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Finally, when data logs are collected, there are ethical questions associ-
ated. Internet browsing is considered a personal activity and logging user 
behavior may be regarded as an infringement of privacy (Herder, 2006). 

4.7.3.3 Comment 
We strongly advise using data log analysis to assess user behavior or user 
performance in combination with a qualitative method. The use of triangula-
tion provides deeper understanding of results generated with data log analy-
sis (Ammenwerth, Iller, & Mansmann, 2003). 

4.7.4 Focus groups 
In focus groups, or group discussions, a group of participants discusses a 
fixed set of topics or questions. These discussions are led by a moderator, 
who can ask questions that come up during the session. 

4.7.4.1 Method usage 
Eight studies used focus groups or group discussions, mostly focused on the 
intention to use a system (four times). 

The reporting of focus group results lacks the same detail as interviews 
(see Section 4.7.2). Evaluators do not systematically report the answers pro-
vided by the participants, but present trends. Hyldegaard & Seiden (2004), 
for example, state that ‘site information, actuality, language and layout of 
the interface were often used by the participants as arguments for trusting or 
not trusting a personalized output’. From such a statement, we cannot assess 
whether any of these arguments were mentioned more often and therefore, 
are perhaps more important. 

Furthermore, the setup of focus groups is reported very summarily. We 
illustrate this with the setup of Chesnais et al. (1995) which goes: ‘We per-
formed focus studies during Spring 1994 to gauge the acceptance of the sys-
tem’ (p. 280). When readers do not understand what has been done, they 
cannot repeat the study or learn from the design for eventual future use. Be-
cause of such limited explanations, we could not judge the quality of these 
sessions well. 

4.7.4.2 Comment 
Focus groups are suitable for gathering a large amount of qualitative data in 
a short time. They may help to provide a deeper understanding of abstract 
issues like user behavior, user appreciation of personalization, user percep-
tions regarding the specific usability issues for personalization, and the in-
tention to use a personalized system. Another interesting and promising ap-
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proach is to combine focus groups and paper prototyping. This can generate 
useful design input in an early phase of the development process (Kaasinen, 
2003; Karat, Brodie, Karat, Vergo, & Alpert, 2003). 

4.7.5 Thinking-aloud 
When thinking aloud, participants are asked to use a system and say their 
thoughts out loud. 

4.7.5.1 Method usage 
Seven studies used think-aloud protocols. The quality of reporting of think-
aloud protocols was poor. Researchers often assume that mentioning the use 
of such protocols is enough for the reader to understand what is being done. 
It would be a positive addition to evaluation reports if writers would men-
tion to what goal thinking-aloud was used. 

Thinking aloud often happens in congruence with test tasks. These test 
tasks determine the scope of the user–system interaction during the evalua-
tion and therefore, can influence results. In order to guarantee a valid 
evaluation that takes into account all the main aspects of the personalized 
system, the test tasks need to address them. When presenting the evaluation 
methodology, test tasks need to be clarified and show a well-balanced dis-
tribution of system functions over test tasks. Statements like ‘Visitors were 
asked to perform eight tasks in total. They were also asked to think aloud 
while interacting with the system’ (Pateli, Giaglis, & Spinellis, 2005, p. 
203) do not suffice. 

4.7.5.2 Comment 
Think-aloud protocols can provide fruitful insights for understanding the 
causes that drive user behavior and can be a great source for identifying 
usability problems. 

4.7.6 Expert reviews 
In an expert review, an expert studies a system and gives his or her view on 
it. 

4.7.6.1 Method usage 
Expert reviews were present in six studies, mostly to establish usability. In 
some reports, the setup of the expert reviews and their results are discussed 
to a satisfactory level (e.g., Gates, Lawhead, & Wilkings, 1998), while in 
some reports the procedure remains vague or even unknown (e.g., Kaasinen, 
2003). 
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4.7.6.2 Comment 
Although the method is cost-effective, one can doubt whether expert re-
views are truly the best way to identify usability problems with (personal-
ized systems). Literature indicates that experts are not capable of supplying 
the same critique on a system that (potential) end-users can. Van der Geest 
(2004) found that expert reviews uncover different issues than focus groups 
or think-aloud protocols (both of which involve end-users). Lentz & De 
Jong (1997) showed that experts are unable to predict user problems be-
cause experts have different skills, knowledge, cultural backgrounds and 
interests than users. Hartson et al. (2001) agree, stating that the realness of 
usability problems identified by experts can only be determined by real us-
ers. Finally, a study by Savage (1996) identified a discrepancy between ex-
pert and user reviews. Although experts identified areas of an interface that 
needed to be further investigated, users focused their comments on changes 
that had to be made to the interface. 

A method of evaluation that is closely connected to expert review is 
heuristic evaluation. Heuristics are design rules for a system, and in a heu-
ristic evaluation an expert determines whether a system has been designed 
in accordance with these rules. Expert reviews and heuristic evaluation are 
in essence both applications of a set of design rules (either implicitly stored 
in an expert’s memory or explicitly written down) to a system. Kjeldskov et 
al. (2005) showed that applying textbook heuristics is too static to assess the 
usability of personalized systems. It is an inappropriate method, as it is un-
able to account for different user characteristics and contexts, and thus un-
covers only a limited number of usability problems. Experts may ‘suffer’ 
from the same limitation, being unable to identify with every user and with 
every context the personalized system is designed for. However, Magoulas, 
Chen and Papanikolaou (2003) showed that heuristics, altered to fit the sys-
tem, can be useful when formulating redesign guidelines. And Welle-
Donker Kuijer, De Jong and Lentz (2008) state that heuristics might be 
beneficial for expert evaluations when they have novelty value for the ex-
perts. Since evaluating personalization might be a new experience for ex-
perts, heuristics may be a useful tool for expert evaluation. This discussion 
has made it clear, as we will argue in Section 4.8.3, that the added value of 
heuristic and expert evaluation for evaluating personalization needs to be a 
topic of future research. 

There are possible drawbacks in using expert reviews or heuristics to 
evaluate personalization. Evaluations conducted with (potential) end-users 
might yield more valuable results, as they can account for the different us-
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ers’ characteristics and contexts involved. On the other hand, expert review 
or heuristics may be valuable tools for evaluating specific topics not involv-
ing personalization, like accessibility and legal issues. 

4.8 Conclusions 

4.8.1 Improving UCE of personalization 
When we reflect on the methods which have been applied during evalua-
tions, we see that questionnaires are very popular. Using questionnaires dur-
ing evaluation makes sense during summative evaluations, but the method is 
not so popular during user-centered design in general (Vredenburg, Mao, 
Smith, & Carey, 2002). Some of the appended questionnaires we encoun-
tered in our review were poorly designed, which might be cause for concern. 
Questionnaires seem to be used as the quick and dirty way of assessing user 
opinion about personalized systems. As a result, the potential of question-
naires is not fully exploited, and the quality of the resulting evaluations is 
low. The reason for using a questionnaire needs to be considered carefully. 
Issues that call for an extensive review of the system, like usability, require 
other, more exhaustive methods. Questionnaires with closed items can only 
confirm known variables and assess their scores. Qualitative methods, such 
as interviews, focus groups or thinking, allow researchers to explore issues 
(like system trust or controllability) in depth, or make it possible to identify 
unforeseen problems. As a result, they are more valuable to the system de-
sign process. 

We often encountered evaluation reports of poor quality. Evaluation de-
signs were often not specified well enough to make it possible for evaluators 
to replicate the study. This makes it also hard to judge the quality of an 
evaluation (Weibelzahl, 2005). If we do not know what happened, we can-
not take the results, or the conclusions, for granted. In order to improve 
upon the value of a study and a report, we advice evaluators to use the 
guidelines for research and reporting as discussed by Kitchenham et al. 
(2002). 

One reason for the low quality of some evaluations may be that most 
evaluators of personalized systems are computer scientists and not special-
ized in evaluation (Weibelzahl, 2005). In order to increase the quality of 
evaluations and their results, system developers will have to be educated in 
evaluation or they will have involve specialists to assist them during the 
setup of the study and the analysis of results. The latter option also prevents 
a bias from being included in the evaluation, as system developers may find 
it difficult to speak negatively about a product they developed themselves. 
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Finally, there are some variables whose importance we would like to 
stress and which can be assessed for the majority of personalized systems, 
namely the specific usability issues for personalization. The reports we read 
did not generally assess these usability issues (predictability, controllability, 
unobtrusiveness, privacy and breadth of experience), as compiled by 
Jameson (2003; 2007; 2009). Because these issues determine the shape of 
the user experience, they can prevent the user from wanting to interact with 
a personalized system (e.g., if the user perceives the collection of user data 
as a serious infringement on privacy). Therefore, dealing with theses spe-
cific usability issues is an important part of a UCE of a personalized system. 

4.8.2 A rough guide to UCE of personalization 
In this section, we will discuss the use of different UCE methods during the 
UCD process for personalization. During the UCD process, one can use four 
different kinds of (prototypical) systems. Each (prototypical) version of the 
system can serve one of the goals of evaluation (verifying the quality of a 
product, detecting problems and supporting decisions (De Jong & Schellens, 
1997)) best. A similar overview per method has been published by Gena & 
Weibelzahl (2007). 

At first, there is no system or prototype at hand, so studies can only as-
sess the context in which the system is supposed to function, or gather fea-
tures the end-user would like to see in it. Such a situation is mostly present 
in Maguire’s (2001) context of use and requirements phases. The use of 
UCD methods in a situation where there is no (prototypical) system is out-
side the scope of this chapter.  

Next, one can make use of low-fidelity prototypes in the UCD process. 
Evaluations of such prototypes deal with the ideas behind the personalized 
system and the techniques that are supposed to embody these ideas. A low-
fidelity prototype can visualize them, and from this moment on, UCE be-
comes an option. The methods that are most appropriate here are those that 
can collect in-depth data. Qualitative methods, like interviews or focus 
groups, can be used to assess perceived usefulness, future system adoption, 
appreciation, trust in the system, etc. 

Once the actual programming is under way, a working prototype can 
support evaluations that address both usability and the usefulness of person-
alization in individual settings. Qualitative methods, like thinking-aloud, 
interviews or observations will be particularly suited to identify general us-
ability issues and the specific usability issues for personalization. Quantita-
tive methods like questionnaires with Likert scales can be used here for 
benchmarking purposes (e.g., to assess user performance), although it 
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should be kept in mind that a prototypical version of a personalized system 
may not be a suitable reference point for a benchmark. 

Finally, one has the possibility of using a finished system for evaluation 
purposes. The transition from formative (prototype) to summative (full sys-
tem) evaluation means a change in evaluation goals. Where a prototype 
evaluation mostly focuses on problem-oriented results, a full system evalua-
tion will focus on benchmark results. Here, quantitative methods like ques-
tionnaires with Likert scales will be best suited to assess variables like user 
satisfaction, user experience, or perceived user performance. Qualitative 
measures like thinking-aloud and interviews may be very valuable to ex-
plain the results obtained with quantitative methods. However, one should 
be cautious to combine testing for efficiency with thinking-aloud, as the 
latter method may have a negative influence on task performance (Van den 
Haak, De Jong, & Schellens, 2003). 

4.8.3 Implications for future research 
In this section, we will outline, what we think are the most crucial issues 
that need to be taken into account in future research or evaluations. 

At the moment of writing, the pros and cons of different UCE methods 
for evaluating personalization have not been fully documented. It is crucial 
that we know how each method can take into account the specific usability 
issues for personalization and can elicit user perceptions on the usefulness 
of personalization in the context of use (Akoumianakis, Grammenos, & 
Stephanidis, 2001). It would therefore be interesting to have ‘showdowns’ 
between UCE methods evaluating the same personalized system. These 
comparisons between methods would allow us to see which method is suited 
to elicit a specific kind of participant feedback. Such knowledge will allow 
us to create better evaluation designs for personalized systems. However, 
comparing methods has a possible limitation as we must be cautious about 
generalizing their results. Results that are found for one kind of personaliza-
tion do not necessarily hold for other kinds of personalization as well. Fur-
thermore, some types of personalized systems provide a very different ap-
pearance to different users (like personalized systems that convey informa-
tion via different modalities, suited to the disability of a specific person). In 
these cases, one can wonder whether or not it may be necessary to assess a 
method’s validity, reliability, advantages and disadvantages for every ap-
pearance of the system. 

The next chapter reports on a comparison between the usefulness of 
thinking-aloud, questionnaires and interviews for the formative evaluation 
of a personalized search engine. Another interesting comparison that future 
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research needs to make is between expert reviews or heuristic evaluation on 
the one side, and user evaluation on the other side. Expert reviews or heuris-
tic evaluations are very cost-effective means for identifying usability issues 
in non-personalized systems. But does this premise also hold when every 
individual is presented with tailored system output, and usability issues and 
perceptions of usefulness are highly dependent on the unique individual 
context? Or is consulting (prospective) users a more fruitful alternative? 

4.9 Quickscan: 2006-2010 
The collection of publications for this literature review was conducted in 
March, 2006. As a result, the results may be somewhat outdated, so we con-
ducted a quickscan in September, 2010 to see if new topics in UCE of per-
sonalized systems emerged. This was done by surveying the issues of the 
journal User modeling and user-adapted interaction from issue 1 in 2006 to 
issue 3 in 2010, and the conference proceedings of User modeling 2007, 
Adaptive Hypermedia 2008, and User Modeling, Adaptation, and Personal-
ization 2009 and 2010. We haven chosen this journal and these conferences 
as the collection of reports in 2006 pointed out they are the premier sources 
for publications that include evaluations of personalized systems. 

The quickscan identified 37 UCE reports. The collected evaluations in-
clude, as was the case in the initial collection of reports, a substantial 
amount of summative evaluations that consist of comparisons (participants 
interacting with a personalized system or a version from which the personal-
ization features have been removed) followed by questionnaires and backed-
up with data logging results (e.g., Niu & Kay, 2008). There does not seem to 
be a significant shift in method usage. Also similar to the first data collec-
tion are the kinds of systems that are evaluated: adaptive learning systems, 
museum guides and location-based tourist guides make up the majority. On 
the other hand, we have identified three interesting developments that seem 
to be taking place. 

First, there seems to be a growing interest in user acceptance of person-
alization and this is reflected in the high number of studies delving into this 
matter. Cramer et al. (2008), for example, utilized questionnaires, interviews 
and thinking-aloud to gain insight into users’ decision whether or not to use 
an adaptive art recommender and took into account the role of perceived 
system competence and trust in the system. Other researchers only made use 
of questionnaires to determine, for example, user acceptance of an adaptive 
museum guide (Pianesi, Graziola, & Zancanaro, 2007) or recommender sys-
tems that use personality quizzes (Hu & Pu, 2010). 
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Second, trust (often defined as a person’s confidence that a system will 
provide relevant and high-quality output) is an issue that appears to be re-
ceiving more and more attention in evaluations of personalization. For ex-
ample, Bunt, McGrenere and Conati (2007) studied trust in the context of 
customizable user interfaces and Tintarev and Masthoff (2008) studied the 
issue with respect to providing movie recommendations with or without 
adaptive explanations. 

Third, in contrast to the publications before March 2006, in the years 
2006 to 2010 more reports of iterative design processes seem to have been 
published that include several rounds of UCE. Carmagnola et al. (2008) 
report on the development of an adaptive tourist guide in which they used 
heuristic evaluations, usability tests and interviews. The problems that were 
identified in each evaluation were consequently addressed in a redesign of 
the system. Zimmermann & Lorenz (2008) report the design process of a 
personalized museum guide. They made use of expert reviews (two itera-
tions) and user evaluations with questionnaires (open and closed questions) 
and interviews. The authors reflect on the use of the expert reviews, stating 
that these evaluations “give an idea of what the benefit brought along by 
personalization might or might not be, both for the museums and their visi-
tors.” (Zimmermann & Lorenz, 2008, p. 413). 

The quickscan suggests that UCE is gaining popularity in the personal-
ization community and the developments we have discussed above indicate 
that the prospective user is more and more a central focus during the design 
process. If this trend continues, personalized systems are likely to be more 
usable and chances are that they will be used by a higher number of people. 

4.10 Closing remarks 
UCE can be of great value in the UCD process of personalized systems as it 
can provide a sound basis for improving the interaction between user and 
system. At this moment, we do not know a great deal about the suitability of 
different evaluation methods for evaluating personalization, due to the rela-
tively early stage of research into personalized systems. This review has 
mapped the current practice of UCE of personalization. We hope that it can 
serve as a starting point for improving UCE’s of personalization. It is crucial 
that evaluators create well-considered evaluations, by using the right design, 
prototype and data gathering method(s), and afterwards, report their proce-
dure and findings in a complete and understandable manner. We are con-
vinced that improving the UCE practice of personalization will lead to better 
personalized systems and will ultimately serve the user. 
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In the previous chapter, I have mapped the current user-centered evaluation 
practice of personalization. This practice needs to be improved upon. In 
addition, we do not know the yield of the different methods when applied 
during a user-centered formative evaluation of personalization. 

Chapter 5 explores the value of thinking-aloud, questionnaires and in-
terviews for the formative evaluation of a personalized system. It focuses 
especially on each method’s ability to elicit user comments on the specific 
usability issues for personalization, appreciation of personalization and 
finally, comments on the quality of personalization. The results of this study 
allow evaluators to make better informed choices when they have to decide 
upon a suitable method when conducting a user-centered formative evalua-
tion of a personalized system. 
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Chapter 5 
Identifying Usability Issues for 
Personalization during Forma-

tive Evaluations: 
A Comparison of Three Methods 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
An earlier version of this chapter, coauthored with Thea van der Geest, 
Michaël Steehouder and Rob Klaassen, has been accepted for publication in 
The international journal of human-computer interaction. 
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“A common mistake people make when trying to design something com-
pletely foolproof is to underestimate the ingenuity of complete fools.” 

-- Douglas Adams 

5.1 Introduction 
With the introduction of personalization, evaluators have to ask themselves 
several questions. Are the evaluation methods we have always used during 
formative evaluations suitable for eliciting user comments on the specific 
usability issues for personalization? Which method or combination of meth-
ods can we best use to identify problematic issues with the personalization 
provided to users? And how do we elicit user comments on the quality of 
personalization? 

As we have seen in the previous chapter, currently we do not have a full 
grasp of the ability of the different evaluation methods for dealing with per-
sonalization. As a result, we recommended conducting showdowns between 
the different methods for assessing this ability. As we have seen, three 
popular methods for evaluating personalization are thinking-aloud, ques-
tionnaires and interviews. In this chapter, we will report on a comparison 
between these methods for evaluating personalization during formative 
evaluations. 

Formative evaluations focus on identifying the largest number of prob-
lems with a system or website. These problems should consequently be 
solved by redesigning the system. When launching a personalized system or 
website, one will want to have solved any problems linked to these specific 
issues. By doing so, a high degree of usability and a pleasant user experi-
ence can be achieved. The results of this study will aid evaluators in the 
decision on choosing the best method for eliciting user comments that can 
serve as input for personalized system redesign.  

In this chapter, we will first introduce the three methods that will be 
compared. Next, Section 3 will outline our research question and hypothe-
ses, followed by a discussion of the study setup in Section 4. Results can be 
found in Section 5. We will end this chapter with our conclusions and a dis-
cussion. 

5.2 Thinking-aloud, questionnaires and interviews 
As the previous chapter showed, three methods appear to be popular for 
evaluating personalization: thinking-aloud, questionnaires and interviews.  
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5.2.1 Thinking-aloud 
Thinking-aloud is a method that draws out participants’ inner thoughts or 
cognitive processes while they are engaged in interacting with a system 
(Patton, 2002; Peleg, Shackak, Wang, & Karnieli, 2009) and encourages 
them to reflect on their own behavior (Van Oostendorp & De Mul, 1999). It 
can be used to identify unsatisfactory features of a website (Benbunan-Fich, 
2001) and reveals the usability problems that users encounter when they are 
busy interacting with a system (Jaspers, 2009), as well as general comments 
about a system (Hoppmann, 2009). Gena and Weibelzahl (2007) claim that, 
for personalized systems, thinking-aloud can be conducted to elicit com-
ments on users’ cognitions and their thoughts on the usability of interface 
adaptations. 

5.2.2 Questionnaires 
Questionnaires may include two different kinds of questions: closed or 
open-ended. Closed questions (e.g., statements with scoring scales) can pin-
point problem areas or can be suitable for benchmarking purposes. For ex-
ample, they can help to compute a score for the comprehensibility of a pro-
totype and the final version of a system. These scores can then be compared 
to determine whether the changes made have affected users’ comprehension 
of the system. However, these scores will not tell us anything about why a 
user does or does not comprehend a system (Kushniruk & Patel, 2004) and 
that is invaluable information when one wants to improve the system. Ac-
cording to Labaw (1981), closed questions have another caveat: they do not 
give any indication of whether or not the participant actually understood the 
topic under investigation or if he or she is simply being conscientious about 
filling in all the questions. Open-ended questions can provide the informa-
tion that closed questions do not give (R. D. Henderson, Smith, Podd, & 
Varela-Alvarez, 1995; Miles & Huberman, 1994). They offer the participant 
the opportunity to explain the rationale that informs their opinion about a 
psychological construct (Bradburn, Sudman, & Wansink, 2004). A down-
side of the questionnaire is that the scope of the participants’ answers is lim-
ited to the subjects covered by the questionnaire (P. Carter, 2007). Gena and 
Weibelzahl (2007) claim that questionnaires can inform the evaluator about 
participants’ opinions and satisfaction rates regarding a personalized system. 
Such questionnaires are commonly given to participants’ after they have 
interacted with the system that is under evaluation (Kaufman, 2006). 
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5.2.3 Interviews 
Interviews may be structured or semi-structured. In a structured interview, 
the interviewer is obliged to follow the interview guidelines and cannot 
probe more deeply into any unexpected issue that crops up during the con-
versation. However, in a semi-structured interview, the interviewer is al-
lowed to do this. Like open-ended survey questions, interviews can supply 
the evaluator with feedback on a given, general topic (Fossey, Harvey, 
McDermott, & Davidson, 2002). A downside of semi-structured interviews 
lies in the freedom an interviewer enjoys regarding the sequence and word-
ing of questions. This may influence responses which makes it hard to com-
pare comments on a given topic (Patton, 2002). Gena and Weibelzahl 
(2007) claim that, for the case of personalization, interviews are the most 
effective method for assessing user opinions and satisfaction levels. 

5.2.4 Comparisons of methods 
A considerable number of comparisons between usability evaluation meth-
ods address the differences between expert review methods and user meth-
ods (Doubleday, Ryan, Springett, & Sutcliffe, 1997; Jeffries, Miller, Whar-
ton, & Uyeda, 1991; Lentz & De Jong, 1997; Savage, 1996). Other com-
parisons have addressed the differences between thinking-aloud, question-
naires and/or interviews when applied to tasks or systems without personal-
ized features. In the case of text-processing, Scott (2008) found that think-
ing-aloud and interviews elicit the same responses. Meanwhile, other re-
searchers did find differences between the methods. In a comparison con-
ducted with child participants, Donker and Markopoulos (2002) found that 
thinking-aloud uncovers more usability problems in an educational game 
than questionnaires and interviews. Furthermore, these last two methods did 
not differ significantly in the number of problems they uncovered. After 
comparing different evaluation methods, Ebling and John (2000) concluded 
that a combination of performance and questionnaire data will uncover the 
most critical problems, while thinking-aloud will give the evaluator the 
largest overview of all usability problems. Henderson et al. (1995) also ar-
rived at the conclusion that thinking-aloud identifies the largest number of 
usability problems, when compared to interviews, questionnaires or data log 
analysis. They also advise evaluators to use questionnaires with open-ended 
questions in order to generate the most useful feedback. According to 
Allwood and Kalén (1997), thinking-aloud elicits the most comments from 
text readers and identified most problems when compared to participants 
underlining problematic text parts or writing down questions. 
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In order to reveal the full spectrum of a system’s strong and weak 
points, one needs to evaluate it using multiple methods (Ebling & John, 
2000; Peleg, Shackak, Wang, & Karnieli, 2009; Scott, 2008; Zabed Ahmed, 
2008). However, the sets of issues the different methods elicit may overlap 
and, as a result, the added value of applying an extra method may be lim-
ited. Henderson et al, for example, found the added value of using other 
methods in combination with thinking-aloud to be limited (R. D. Henderson, 
Smith, Podd, & Varela-Alvarez, 1995). Therefore, during a comparison, it is 
important to assess the relative merit of the various user-centered evaluation 
methods. 

5.3 Research question and hypotheses 
Our research question addresses the knowledge gap concerning the ability of 
three user-centered evaluation methods to elicit participants’ comments on 
specific usability issues for personalization and the perceived quality of per-
sonalized output. We will compare the comments on personalization elicited 
through thinking-aloud (a method applied during the actual process of inter-
acting with the system) on the one hand, and questionnaires and interviews 
(which are methods applied after interaction with the system has taken 
place) on the other. Hence, our research question is: 
 
What is the yield of thinking-aloud, questionnaires or interviews when ap-
plied during the formative evaluation of a personalized system? 
 
When evaluating a personalized system, one can collect comments on both 
the issues that are specific for personalization, as well as generic issues. Ge-
neric issues are issues that are neither specific for personalized systems nor 
influenced by personalization. In other words, they are the usability issues 
identified in a personalized system that are unrelated to personalization. 
‘Receiving unexpected search results from a personalized search engine’, 
for example, is a specific issue, while we would consider the ‘misunder-
standing of the working of a drop-down menu’ to be a generic issue. 

We will test our hypotheses using one specific form of personalization: 
personalized link sorting. According to Knutov, De Bra and Pechenizkiy 
(2009), this is a personalized presentation technique. Link sorting is con-
cerned with the generation of a list of links, ranked according to user charac-
teristics and interests. This technique is applied in a large number of differ-
ent systems or websites such as personalized search engines or personalized 
e-learning systems. We have chosen this form of personalization as it is very 
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salient: users will most probably notice that output is being tailored. As a 
result, we are more likely to receive feedback on personalization than if we 
had used another personalization technique. The personalized hiding of ir-
relevant links on a website, for example, may go unnoticed by users because 
they only see the links that are there. They may very well be unaware of the 
fact that something is being hidden. 

5.3.1 Specific issues 
Our first hypothesis addresses the ability of three user-centered evaluation 
methods to elicit comments on the specific usability issues for personaliza-
tion (predictability, comprehensibility, controllability, unobtrusiveness, pri-
vacy, breadth of experience, system competence) and one related issue: ap-
preciation of personalization. As no studies have delved into this matter be-
fore, our hypothesis (H) is that the three methods perform equally well. 
 
H1. Thinking-aloud, questionnaires and interviews yield the same number 
of comments from participants on specific usability issues and appreciation 
of personalization. 
 
The success of personalization should be assessed by focusing on its main 
objective (Weibelzahl, 2005). Only then can the usefulness of the output for 
a specific user in his or her context be determined. Since we compare, in this 
study, the different methods using the case of a personalized search engine, 
usefulness can be interpreted as the perceived relevance of search results 
(Nahl, 1998). Participants are constantly confronted with search results 
while interacting with the system. As thinking-aloud is a method that draws 
out participants’ inner thoughts during interaction, it is most likely that this 
method will perform best at gathering comments on perceived usefulness. It 
is ‘closest to the fire’. Based on Carroll et al. (2002), thinking-aloud is hy-
pothesized to be the best method for obtaining the inner thoughts that pre-
cede this judgment of usefulness. 
 
H2. Thinking-aloud elicits more comments from participants on the per-
ceived relevance of personalized search results than questionnaires and in-
terviews. 
 
The third hypothesis deals with the value (positive, negative or neutral) of 
each comment on personalization. Comments on personalization are the 
collection of comments on usability issues for personalized systems, the 
appreciation of personalization, and comments on the perceived relevance of 
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search results. Thinking-aloud is superior to questionnaires and interviews 
in identifying unsatisfactory features (Benbunan-Fich, 2001). An unsatisfac-
tory feature, which may need to be improved upon during the redesign proc-
ess, will result in negative comments about the system (output). Thus, think-
ing-aloud will elicit more negative comments than the other two methods. 
 
H3. Thinking-aloud elicits more negative comments on personalization than 
questionnaires and interviews. 
 
Finally, thinking-aloud is assumed to elicit more interface and interaction-
specific comments on a system (Benbunan-Fich, 2001; Patton, 2002). Ques-
tionnaires and interviews are more effective for eliciting statements on gen-
eral topics from participants (Fossey, Harvey, McDermott, & Davidson, 
2002). So, in accordance with a study by Ebling and John (2000), the set of 
issues identified by thinking-aloud on the one hand, and questionnaires and 
interviews on the other, should differ. 
 
H4. The problems related to personalization identified by thinking-aloud on 
the one hand, and questionnaires and interviews on the other, do not over-
lap. 

5.3.2 Generic issues 
Of course, a formative evaluation of a personalized system needs to uncover 
a lot more than just issues related to personalization. Generic issues can 
have a detrimental effect on the usability and usefulness of a system and, 
therefore, need to be dealt with during the redesign process. The ability of 
formative evaluation methods to uncover generic issues has been reported in 
the past (see Section 5.2). As the goal of this study is not to compare the 
success of the three methods in eliciting comments on generic issues, we 
will treat the results concerning generic issues generally. As a result, we did 
not formulate any hypotheses for these analyses. 

5.4 Method 
After explaining the system we evaluated in this study, we will describe our 
experimental procedure and analysis of the collected data. Finally, we will 
discuss how we avoided the pitfalls that are part and parcel of evaluating a 
personalized system. 
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5.4.1 Research context: Prospector 
We tested our hypotheses using a personalized search engine called Pros-
pector (Schwendtner, König, & Paramythis, 2006) which applies personal-
ized link sorting. We chose this system for four reasons. First, at that mo-
ment, the system was still in development so we could expect that at least 
some problematic issues could be identified. Second, the link sorting done 
by Prospector is explicit. Participants will notice that they are interacting 
with a personalized system. Third, as we will explain below, Prospector’s 
user profile can be viewed and altered by the users. This feature, which al-
lows participants to give detailed comments about the quality of the user 
profile created by the system, is becoming increasingly popular in personal-
ized system design. Moreover, it contributes to system controllability, which 
chapter 2 has shown to be a very important aspect of personalized system 
design. Fourth, Prospector is a search engine and participants will therefore 
have a point of reference for their judgment of quality: Google. This can 
make it easier for them to comment on the quality of Prospector. 

Prospector was developed by the Institute for Information Processing 
and Microprocessor Technology at the Johannes Kepler University in Linz, 
Austria. It is an internet meta-search engine that re-ranks search results from 
primary search engines (such as Google or Yahoo) on the basis of a user 
model consisting of user interests and user ratings from previously visited 
search results. 

When using Prospector for the first time, users indicate their interests in 
13 general categories (e.g., art, sports, etc.). During the searches (see Figure 
5.1), user ratings of search results are collected via a rating frame that is 
displayed above each opened search result (see Figure 5.2). 

Next, categories that are associated with each rated result are recorded in 
the user profile with a positive or negative rating. When the system has col-
lected enough information about the user in order to provide well-tailored 
output, relevant hits will appear higher in the list of search results than non-
relevant hits. For example, when someone who is interested in ‘biology’, 
but not in ‘computers’ searches on ‘ant’, search results concerning the ant as 
an insect should be listed higher than results concerning the Java program-
ming tool called ‘Ant’. In short: the most relevant hit for each individual 
should appear at the top of the list. The Prospector user profile is scrutable 
(Kay, 2000): users can view and alter it. This enables users to understand 
the personalization provided by Prospector and to fine-tune the assumptions 
made by the system in order to optimize tailored output. Adding this feature 
has been shown to increase feelings of controllability (Kay, 2000). 
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Figure 5.1. Prospector main screen 

 

 
Figure 5.2. Prospector rating frame 
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5.4.2 Experimental procedure 
We conducted a user-centered evaluation with think-aloud sessions, inter-
views and questionnaires in a usability laboratory with 32 undergraduate 
students of the social sciences. Before starting the evaluation, the partici-
pants completed a survey on demographics and computer usage. Each par-
ticipant was assigned to one of four conditions. Eight participants completed 
their tasks while thinking-aloud and were subsequently interviewed, while 
eight completed a questionnaire after thinking out loud. In the other two 
conditions, participants fulfilled the test tasks without thinking-aloud and 
were then interviewed (n = 8) or filled out a questionnaire (n = 8). A sche-
matic overview of the participants and their conditions can be found in Fig-
ure 5.3. This study design was chosen in order to cope with feasibility re-
straints: it allowed us to put several methods to the test with a relatively low 
number of participants. To check for possible consequences of combining 
methods, we analyzed findings for interaction effects. As will be discussed 
in the Results section, no interaction effects occurred. 
 

 
Figure 5.3. Conditions and participants 

 
The first task for participants was to create a user profile in Prospector. To 
do this, they indicated their interests by means of the system’s ‘create a 
login’ procedure. Next, they had to use Prospector to search for information 
on city trips to large European cities. More specifically, they had to search 
for a youth hostel of their liking and the address of the Museum of Modern 
Art in four large European cities. They had to write the name of the youth 
hostel and the address of the Museum of Modern Art down in a booklet. 
There was a maximum time of ten minutes per search. The Museum of 
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Modern Art search was what Spool and colleagues (1997) call a simple fact 
search. The youth hostel search is a comparison and judgment test task. 
Here, participants have to find relevant information and compare different 
options. This is the most complicated kind of test task. By choosing two test 
tasks that differ in their degree of difficulty, comments on interaction with 
Prospector for different contexts can be elicited. The large freedom the par-
ticipants had while searching with Prospector increases the reality of the test 
tasks and consequently, contributes to the diversity and importance of iden-
tified usability problems (Cordes, 2001). The participants were encouraged 
to rate the search results using the rating frame. That way, high quality per-
sonalization was made possible. Between the search tasks for the third and 
fourth city, participants were instructed to look at their user model and alter 
it to generate a maximum fit between the model and their personal interests.  

When a participant was thinking-aloud while completing the tasks, an 
evaluator sat next to the participant. Before the session with Prospector, the 
participant was briefed on what thinking-aloud entailed. The evaluators told 
the participants that they would not answer any question a participant might 
have. They would remind the participants to think-aloud if necessary. Next, 
thinking-aloud was practiced by looking up a train schedule on the internet. 
All think-aloud sessions were audio-recorded. The thinking-aloud data was 
supplemented with data from observations, when necessary to clarify the 
audio-recording or when the evaluator identified an action by the respondent 
that led to lower effective or efficient use of the system. 

The questionnaires focused on specific usability issues for personalized 
systems, appreciation of personalization, and the perceived relevance of 
search results. These last two issues were assessed by asking the respondent 
to make a comparison between Prospector and Google (a personalized and a 
non-personalized search engine). Also, the respondents were asked to give 
their reasons for using Prospector, or for not using it, where we expected the 
participants to provide comments on the perceived relevance of search re-
sults if he or she formed an opinion about them. All of the questions were 
open-ended. The interviews posed the same questions as the questionnaire. 
But since the interviews were semi-structured, the interviewer could ask for 
clarifications when an answer was unclear. All of the interviews were audio-
recorded. One example of a questionnaire and interview item about the spe-
cific issue of ‘comprehensibility’ goes as follows: “Are there certain parts of 
Prospector that you think are hard to understand? And if so, which ones are 
they? And why do you think these are hard to understand?” 

Figure 5.4 displays the test procedure. The questionnaire and interview 
items can be found in the Appendix. 
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Figure 5.4. Study timeline 

5.4.3 Data analysis 
Comments on specific and generic issues were abstracted from the audio 
recordings or completed questionnaires and transcribed by one of the re-
searchers. When we talk of ‘comment’, we mean any relevant verbalization 
of a thought, a thinking-aloud participant’s action that had a detrimental 
effect on effective or efficient use of the system, and relevant feedback pro-
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vided during the interview or on the questionnaire. For each comment, the 
researcher determined the following attributes: 
§ Is it a comment on a specific or generic issue? 

We classified a comment as specific when it addressed a usability issue 
specific for personalized systems, appreciation of personalization, or the 
perceived relevance of search results.  

§ If a comment was specific, it was assigned to one of the usability issues 
for personalization, appreciation of personalization or perceived rele-
vance of search results. 
If a comment was not related to any of these categories, it was classified 
as a generic comment. It was then appointed to one of the problem 
types, listed by Van der Geest (2004): 
− Content & Information problem 
− Navigation & Structure problem 
− Design & Presentation problem 
− Other problem 

§ Is the comment positive, negative, neutral, or ambiguous? 
We will give one example of a coding to clarify the procedure. During 

an interview, one participant said: “I don't care about privacy in this particu-
lar case: everybody may know about these trivial things I am looking for.” 
This comment was classified as specific, as it addressed privacy, one of the 
specific usability issues for personalization. Hence, it was also coded as a 
comment on privacy. Finally, the comment was coded as positive, as the 
participant stated that he felt Prospector did not infringe on his privacy. 

Next, all comments concerning the same problem or popular feature 
were grouped and named. One example of a problem relating to personaliza-
tion is “comprehensibility concerning the compilation of the user profile”. 
Here, participants did not understand how the system created their user 
model. Examples of generic problems are “similarity between Prospector 
and Google” or “understanding of keywords” in the user model. 

In order to determine the value of different evaluation methods, it is also 
important to make a distinction between the severity of the different prob-
lems that have been identified (De Jong & Schellens, 2000; Hartson, Andre, 
& Williges, 2001; Hornbæk, 2010). Therefore, we concentrated on the nega-
tive comments, and in line with (Høegh & Jensen, 2008; Hornbæk & Frøk-
jær, 2005; Kjeldskov & Stage, 2004), we classified problems as critical, 
serious or minor. The following definitions are derived from Duh, Tan, & 
Chen (2006). A critical problem prevented participants from completing 
tasks and/or recurred across all participants. A serious problem severely 
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increased the task completion time and/or recurred frequently across partici-
pants. However, a serious problem did not prevent a participant from com-
pleting the task eventually. A minor problem increased task completion time 
slightly and/or recurred infrequently across the evaluation participants. Fi-
nally, a minor problem did not prevent the evaluation participants from 
completing a test task easily. 

5.4.4 Pitfalls of evaluating personalization 
Whenever a personalized system is evaluated, several considerations have to 
be taken into account to ensure the value and validity of the evaluation. In 
this section we will list the most important ones and how we have dealt with 
them. 

It might be difficult for participants to give their opinion on personaliza-
tion (Weibelzahl, 2005). They might only notice the effect of personaliza-
tion when the output does not match their characteristics, preferences or 
context. When personalized output does provide a clear match, personaliza-
tion might go unnoticed. This complication makes it clear that, during an 
evaluation, the perceived quality of personalization should not be asked 
about directly (e.g., “Do you like the personalization being done?”). It 
should be posed in terms of the variable it is supposed to serve. For exam-
ple, when one is evaluating an e-learning system that provides personalized 
instructional texts one should not ask “Do you like the personalization of the 
instructional text you have just read?” Rather, the question should be: “Did 
this text help you to achieve your learning goal?” This last example refers to 
the perceived quality of personalization in relation to the goal of personal-
ization. We defined the success of personalization as positive ‘perceived 
relevance’, a measure of search engine success suggested by Nahl (1998). 
Therefore, ‘perceived relevance of search results’ was coded as a result of 
personalization in our data analysis. 

Many personalized systems are faced with the so-called cold start prob-
lem. The degree of personalization presented to the user increases during 
user-system interaction. Many personalized systems start with no personal-
ization at all and ‘learn’ about the user during interaction. This knowledge is 
then used to tailor output. Therefore, adaptive systems require an investment 
by the user in order to create personalized output (Höök, 1997). For the 
evaluation of personalized systems, this means that it needs to be provided 
with user information before a session (if full personalization is needed from 
the beginning), or the session must offer the possibility for the system to 
create a complete and valid user model. The latter will require a certain 
amount of interaction which lengthens session times. In this study, the cold 
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start problem was accounted for by using two test tasks in a single domain 
and repeating these two tasks four times. This way, the system could be per-
sonalized for one search domain in a relatively short time. 

The evaluation of a personalized system should be conducted (even 
more so than in the case of non-personalized systems) with a heterogeneous 
group of participants. A personalized system should provide meaningful, 
personalized output to every user in every context and the quality of this 
output can only be evaluated fully if many different users with different con-
texts are represented (Weibelzahl, 2005). Therefore, the applied methods 
should account for the participants’ context (Akoumianakis, Grammenos, & 
Stephanidis, 2001). Our group of participants (students) was homogeneous 
not heterogeneous, which limits the diversity of results. However, in this 
study our goal is to identify differences among different user-centered 
evaluation methods, and not to generate an exhaustive list of usability issues 
for Prospector. By using a homogeneous group of participants, our results 
can only be attributed to the different methods and not to the different user 
populations that were present in our study. That is why we decided to use a 
homogeneous population of students as participants. 

5.5 Results 

5.5.1 Participants 
In total, 32 Social Science undergraduates participated in the evaluation. 
Twenty-four of them were female and eight were male. They had an average 
age of 19.9 years (SD = 2.0 years). The participants used a computer and the 
internet on a daily basis and were familiar with some personalized systems, 
such as: 
§ Amazon’s book recommendations (11 participants); 
§ Bol.com recommendations (9 participants); 
§ My IB-group (the Dutch personalized website on student loans; 19 par-

ticipants): and, 
§ iGoogle (11 participants).  
On average, the thinking-aloud participants took 48 minutes and 40 seconds 
to complete the test tasks. The other participants took on average 39 minutes 
and 4 seconds. 

5.5.2 Quality of measurement 
First we have to determine the reliability of the coding of comments: inter-
coder agreement. Therefore, an external usability expert re-coded a subset of 
the data independently; an approach suggested by Gray and Salzman (1998). 
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According to intercoder-reliability guidelines, 10% of the comments were 
re-coded with a minimum of 50 comments. Therefore, a total of 56 user 
comments on specific issues and 50 user comments on generic issues were 
coded again. Next, Cohen’s Kappa was calculated for each variable. The 
average Kappa score was .73 which, according to Byrt (1996), stands for 
‘good agreement’. 
 

Table 5.1 Number of comments, and their valence, elicited by questionnaires and inter-
views 

 Comment type TA* first no TA first 
  mean SD** mean SD 

positive 4.00 2.33 3.88 2.90 
negative 4.62 2.88 5.12 3.56 Questionnaire 
neutral 1.38 .74 1.75 1.75 
positive 5.38 2.39 7.50 2.14 
negative 562 3.02 3.62 2.77 Interview 
neutral 3.75 1.98 2.50 1.51 

* TA = Thinking-aloud 
** SD = Standard deviation 

 
Table 5.2 Number of comments, related to personalization, elicited by questionnaires and 

interviews 
 Comment type TA* first no TA first 
  mean SD** mean SD 

specific usability issues 8.75 1.83 9.12 1.96 
appreciation of personaliza-
tion 1.00 .76 1.00 .93 Questionnaire 
perceived relevance of 
search results .25 .46 .62 1.41 

specific usability issues 12.00 3.78 11.38 3.54 
appreciation of personaliza-
tion 1.38 .74 1.62 .84 Interview 
perceived relevance of 
search results 1.38 1.06 .62 .92 

* TA = Thinking-aloud 
** SD = Standard deviation 

 
During the evaluation, there were two groups: participants who did think 

out loud and participants who did not. One can ponder whether this influ-
enced the number of answers they gave during on the questionnaires or dur-
ing interviews. Did the participants who thought out loud first give more 
answers during these sessions than the participants who did not think aloud 
first, or vice versa? The average number of each type of comment gathered 
by the interview or questionnaire with or without being preceded by think-
ing-aloud can be found in Table 5.1 (specified for valence of the comments) 
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and Table 5.2 (specified for comments related to personalization). We com-
bined the comments given on specific usability issues into one category, as 
the analysis of each issue separately would not have resulted in meaningful 
results: The number of comments on each separate usability issue elicited by 
the questionnaire or the interview appeared to be too low. 

We tested whether there was a significant difference between the num-
ber of comments of each type gathered by questionnaires that were preceded 
by thinking-aloud or not, by means of t-tests. These tests showed that the 
number of comments (for each category of valence, or category related to 
personalization) collected by the questionnaire preceded by thinking-aloud 
or not, did not differ significantly. The same result was found for the inter-
view: The number of comments for each category collected by the inter-
view, either preceded by thinking-aloud or not, were the same. 

These results show that our data set provided us with a good basis to 
compare the yield of the three user-centered evaluation methods for evaluat-
ing personalization. 

5.5.3 Comments on personalization 
The questionnaires, interviews and thinking-aloud sessions elicited 555 
comments on personalization altogether. Questionnaires accounted for 227 
of them, interviews for 166 and thinking-aloud sessions for 162. Of these 
555 comments, 179 were positive, 91 were neutral or ambiguous, and 285 
were negative. 

5.5.3.1 Specific usability issues 
If applicable, we determined the specific usability issue to which a comment 
could be attributed. Table 5.3 shows how many times a comment on each 
specific issue was made in each questionnaire, interview, or thinking-aloud 
session. One example of a comment on the breadth of experience goes: 
 
Interviewee: “I know I missed information by using Prospector. I know of 
sites with lists of youth hostels which come in handy. With Google I get 
them all the time, but not with Prospector.” 
 
One participant commented on the comprehensibility of Prospector on the 
questionnaire: 
 
“The more I use Prospector, the more information concerning my interests 
is stored. This way, the program can use my interests to adjust search results 
to me as an individual.” 
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Table 5.3. Number of comments on specific issues per session 

 Questionnaire Interview Thinking-aloud 
 mean SD* mean SD mean SD 
Predictability 1.00 .37 1.19 .54 .69 .87 
Comprehensibility 2.19 .75 2.19 1.05 1.50 1.32 
Controllability .75T .45 1.13Q/T .50 .06 .25 
Unobtrusiveness 1.06 T .68 1.56 T 1.03 .06 .25 
Privacy 1.50 T .63 1.63 T 1.03 .06 .25 
Breadth of experience 1.44 .89 2.19 T 1.17 1.00 .97 
System competence 1.00 .63 1.81 T 1.38 .89 .50 

* SD = Standard deviation 
Note: Letters in superscript behind mean indicate that this mean is significantly higher than 

the mean of the method where Q = Questionnaire; I = Interview; T = Thinking-aloud 
 
ANOVA analyses were conducted to ascertain whether the number of com-
ments yielded by each method differed. The ANOVA analyses uncovered 
significant differences for the number of comments on: 
§ controllability (F(2,45) = 27.20, p <.01, ω = .79); 
§ unobtrusiveness (F(2,45) = 17.64, p <.01, ω = .71); 
§ privacy (F(2,45) = 23.93, p <.01, ω = .77); 
§ breadth of experience (F(2,45) = 5.60, p <.01, ω = .47); and,  
§ system competence (F(2,45) = 6.80, p <.01, ω = .52).  
No significant differences were found in the case of predictability (F(2,45) 
= 2.57, p >.05, ω = .25) and comprehensibility (F(2,45) = 2.23, p >.05, ω = 
.20). Table 5.3 shows that people do not comment on the topic of predict-
ability in all three conditions. Comprehensibility is the only topic on which 
thinking-aloud elicited some comments, thereby preventing a significant 
difference with interviews and questionnaires from occurring on this one 
issue. For the five issues with significant differences we conducted post hoc 
analyses by means of Bonferroni tests at a 5% significance level. The results 
can be found in Table 5.3. Interviewing resulted in more comments on these 
five issues than thinking-aloud. In the case of controllability, the interview 
elicited more comments than the questionnaire. The questionnaire provided 
more comments on controllability, unobtrusiveness and privacy than think-
ing-aloud. Thinking-aloud supplied only a marginal number of comments 
on the specific usability issues for personalization. 
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5.5.3.2 Appreciation of personalization and the perceived 
relevance of search results 
Table 5.4 shows how many comments on the appreciation of personalization 
and perceived relevance of search results each method yielded. One exam-
ple of a comment on the appreciation of personalization is: 
 
Interviewee: “I don't like the personalization of search results. You don't 
always want to search the same thing and with the same line of approach. I 
think it's a useless feature.” 
 
One thought expressed about the perceived relevance of search results went 
as follows: 
 
Thinking-aloud: “It strikes me that there are a lot of Irish and New York 
museums [in my search results], while I am looking for museums in Ham-
burg.” 
 
Table 5.4. Number of comments on appreciation of personalization and perceived relevance 

of search results per session 
 Questionnaire Interview Thinking-aloud 
 mean SD* mean SD mean SD 

Appreciation of 
personalization 1.00T .82 1.50T .73 .13 .34 

Perceived relevance 
of search results .44 1.03 1.00 1.03 6.13Q /I 2.36 

* SD = Standard deviation 
Note: Letters in superscript behind mean indicate that this mean is significantly higher than 

the mean of the method where Q = Questionnaire; I = Interview; T = Thinking-aloud 
 

ANOVA analyses uncovered differences among the number of com-
ments on both appreciation of personalization (F(2,45) = 17.66, p <.01, ω = 
.71) and the perceived relevance of search results (F(2,45) = 61.13, p <.01, 
ω = .89). Again, we conducted post hoc analyses by means of Bonferroni 
tests at a 5% significance level. The results can be found in Table 5.4. When 
it comes to collecting comments on the appreciation of personalization, both 
the questionnaire and the interview were more useful than thinking-aloud. In 
the case of perceived relevance of search results, the opposite picture 
emerged. In that case, thinking-aloud turned out to be far more useful than 
the questionnaire and the interview.  

The results we found concerning comments on the usability issues for 
personalized systems, appreciation of personalization, and perceived rele-
vance of search results do no support hypothesis 1 (Thinking-aloud, ques-
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tionnaires and interviews yield the same number of comments from partici-
pants on specific usability issues and appreciation of personalization), but 
do support hypothesis 2 (Thinking-aloud elicits more comments from par-
ticipants on the perceived relevance of search results than the questionnaires 
and interviews). 

5.5.3.3 Positive, neutral, and negative comments 
We coded comments for their valence: positive, negative, or neutral or am-
biguous. One example of a comment that was coded as ‘ambiguous’ was “I 
don't think Prospector is an improvement over Google, but it does add 
something.” Table 5.5 shows the differences in the number of positive, neu-
tral or ambiguous, or negative comments that were elicited. 
 

Table 5.5. Number of differently valued comments on personalization per session 
 Questionnaire Interview Thinking-aloud 
 mean SD* mean SD mean SD 

Positive 3.94T 2.54 6.44Q/T 2.45 .81 1.05 
Neutral 1.56 1.32 3.13Q/T 1.82 1.00 1.21 
Negative 4.88 3.14 4.63 2.99 8.31Q/I 2.75 

* SD = Standard deviation 
Note: Letters in superscript behind mean indicate that this mean is significantly higher than 

the mean of the method where Q = Questionnaire; I = Interview; T = Thinking-aloud 
 
We performed ANOVA analyses to see whether the number of the differ-
ently valued comments each method yielded differed. There appeared to be 
significant differences in all cases, i.e., positive issues (F(2,45) = 28.13, p 
<.01, ω = .79), neutral issues (F(2,45) = 8.94, p <.01, ω = .58) and negative 
issues (F(2,45) = 7.74, p <.01, ω = .54). Next, we conducted Bonferroni 
tests with a 5% significance level to find out which groups differed. The 
results of these post hoc analyses can be found in Table 5.5. Both the ques-
tionnaire and the interview elicited more positive comments than thinking-
aloud. The interview elicited more positive comments than the question-
naire. Furthermore, the interviews resulted in more neutral comments than 
the questionnaire and thinking-aloud. Thinking-aloud ultimately supplied 
more negative comments than the questionnaire and the interview. A large 
part of these comments consisted of remarks on negative perceived rele-
vance of search results and the participants’ rationale for this negative per-
ception. On average, 5.38 of such comments were made per thinking-aloud 
session.  

These results support our third hypothesis: Thinking-aloud elicits more 
negative comments on personalization than questionnaires and interviews. 
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5.5.3.4 Problem severity 
After analyzing the collected comments with a quantitative approach, we 
looked at their actual content. By grouping and naming negative comments 
on the same problem, we were able to see whether the different methods 
detected the same or different problematic issues. The Venn diagram in Fig-
ure 5.5 displays each method’s contribution to the total set of identified 
problems. Here, we can see that each method contributes a unique set. Fur-
thermore, a considerable number of issues were identified by two of the 
methods. The number of issues identified by all three methods was rela-
tively small. 
 

Figure 5.5. Problematic issues related to personalization uncovered by each method 
 
We identified 2 critical, 13 serious and 53 minor problems. The quality of 
coding of problem severity was again assessed using an external usability 
expert who re-coded the problems, according to the guidelines described 
before. A comparison of the original and re-coded dataset resulted in a 
Cohen’s Kappa of .76, which stands for ‘good agreement’. 

One critical problem was identified by thinking-aloud only. The other 
critical problem was mentioned by participants who were thinking-aloud or 
who were interviewed. It is worth mentioning that this problem was brought 
forth three times during an interview and 22 times during a thinking-aloud 
session. Figures 5.6 and 5.7 show how each method has contributed to the 
set of serious and minor problems that were identified. In the case of serious 
problems, thinking-aloud uncovered two issues that were not identified by 
other methods. The other problems were identified by two, or all three 
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methods. Finally, each method produced a unique set of problems. Regard-
ing minor issues, the set identified by the questionnaires was the largest, 
followed by the set that resulted from the thinking-aloud sessions. The in-
terviews uncovered a relatively small set of eight minor problems. 
 

  
Figure 5.6. Serious problems relating to 

personalization uncovered by each 
method 

Figure 5.7. Minor problems relating to 
personalization uncovered by each 

method 
 
Our fourth hypothesis (The problems related to personalization identified by 
thinking-aloud on the one hand, and questionnaires and interviews on the 
other, do not overlap) is partly supported by these results. The Venn dia-
grams show that there is a certain overlap between the problems the meth-
ods identified. However, only by means of thinking-aloud could both criti-
cal and two serious problems be uncovered. Interviews or questionnaires did 
indeed elicit a set of serious problems that thinking-aloud did not, but the 
application of both methods was not necessary. The use of only interviews 
or questionnaires in combination with thinking-aloud would have resulted in 
the same list of serious problems. Finally, minor problems were relatively 
rarely elicited by two or all three methods. In this case, each method has a 
unique yield. 

5.5.4 Comments on generic issues 
Besides the comments on personalization, the thinking-aloud sessions re-
sulted in 159 comments on generic usability issues. Of these comments, 108 
were negative, 35 were neutral or ambiguous, and 16 were positive. 
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Each comment on a generic usability issue was placed in one of the 
comment categories, listed under Van der Geest (2004): content & informa-
tion, navigation & structure, design & implementation, and other comments. 
The number of comments in each category, which differed significantly 
from each other (χ²(3, N = 159) = 56.17, p = .00), are displayed in Table 5.6. 
It shows that most comments were made on the content and information 
provided by Prospector (76 in total). About half of that number of comments 
was directed at the navigation and structure (39), and the design and presen-
tation (34) of the system. 
 

Table 5.6 Topics of generic issues commented on during thinking-aloud 

 
Content 

& 
information 

Navigation 
& 

structure 

Design 
& 

presentation 
Other Total 

Positive 7 2 2 5 16 
Neutral 11 3 19 2 35 
Negative 58 34 13 3 108 

Total 76 39 34 10 159 

 
In a similar way as we did for the specific issues, we looked at the con-

tent of the comments on generic comments and grouped them. Then, we 
designated a severity rating to each problem: critical, serious or minor. 
These severity ratings were in line with the definitions given beforehand. 
Again we calculated Cohen’s Kappa: .75. In total, there were 36 problems, 
of which 30 were minor, 5 were serious, and 1 was critical. The critical 
problem was brought forward by 12 participants who did not understand the 
interest categories displayed in their user model. As a result, they were un-
able to alter it correctly. One participant, for example, when confronted with 
the category ‘France’ in her user model said: 
 
“’France’? Does that mean only sites in French? Or something different?” 
 
Although the understanding of labels used on an internet page can be con-
sidered to be a generic usability issue, it can have major detrimental effects 
on the quality of personalization. If users do not correctly indicate their in-
terest in special interest categories or keywords, future personalized output 
may not be in line with their specific, characteristics, preferences and con-
text. 
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5.6 Conclusions and discussion 

5.6.1 Uncovering specific issues 
Thinking-aloud has an important function during formative evaluations, 
namely as the supplier of a large number of comments on the perceived 
quality of personalized output. For a personalized search engine, perceived 
relevance is the most important variable in an evaluation. It determines for a 
large part how useful such a system will be, and the extent to which it will 
be used (Tsakonas & Papatheodorou, 2006). These comments appeared to 
be elicited best by the method that collects users’ thoughts ‘on the fly.’ 
Therefore, thinking-aloud should be considered a crucial part of the forma-
tive evaluation of a personalized system. Not only does it show whether 
personalized system output is perceived as appropriate or not, it also tells 
one why. Such information is of great value for system redesign. The impor-
tance of thinking-aloud is supported by the results on the different contribu-
tions of each method to the collection of critical and serious problems con-
cerning personalization. In a formative stage of the design process (a stage 
in which an evaluator wants to identify issues that need to be improved), 
one cannot do without thinking-aloud, as it is the only method that un-
earthens all the critical problems as well as several serious problems. 

When we focus on the specific usability issues for personalization and 
the appreciation of personalization, it appears that the questionnaire and the 
interview are more suitable for generating comments than thinking-aloud. 
Issues like privacy, predictability, etc., are of a more general nature. Partici-
pants only seem to be able to comment on them when they are explicitly 
asked to consider these issues.  

There are several differences between the potential of the questionnaire 
and the interview with regard to providing the evaluator with an impression 
of how specific issues are experienced. First, the interview yields more com-
ments on the issue of controllability than the questionnaire while both meth-
ods elicit more comments on specific usability issues  than thinking-aloud 
(for the specific usability issues of controllability, unobtrusiveness and pri-
vacy; the interview also elicits more comments on the breadth of experience 
and system competence). So when one wants to receive the largest number 
of comments on usability issues for personalization and the appreciation of 
personalization, one should select the questionnaire before thinking-aloud, 
and the interview before the questionnaire. The higher number of comments 
collected by the interview may be the result of the fact that the number of 
comments collected per question in the questionnaire tends to be just one. 
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This means that participants do not engage in elaborate answers when com-
pleting a questionnaire. However, the interview collected significantly more 
positively comments, which suggest that the interview may be positively 
biased. It might be that participants want to save face (for example, when 
they were asked whether they understood how the system works), give so-
cially desirable answers, or please the experimenter. One final point is that 
the questionnaire, even after careful pretesting, can pose a question which 
the participant does not understand. In this case, the evaluator will not re-
ceive the kind of answer that was hoped for. This was the case in our ques-
tionnaire where the topic of controllability received an average amount of 
.75 comments, although a question explicitly asking for a comment on it 
was included. When a participant does not understand a question while be-
ing interviewed, this matter can simply be resolved by the interviewer. 

5.6.2 Uncovering generic issues 
The results of this study underline the suitability of thinking-aloud for iden-
tifying unsatisfactory features or system output, as previously stated by Ben-
bunan-Fich (2001). Thinking-aloud elicited most comments on content and 
information, followed by a smaller number of comments on navigation & 
structure, and design & presentation. However, the distribution of the com-
ments over the comment categories may have been influenced by the system 
under evaluation. Two specific problems accounted for almost half of the 
comments on content & information, and therefore may have, unjustly, 
painted a picture that thinking-aloud yields more comments on this specific 
topic. However, thinking-aloud provides the evaluator with insights on the 
(critical) generic usability issues of a personalized system. These issues may 
well have detrimental effects on the quality of personalized output. So, us-
ing thinking-aloud to identify generic usability problems in a personalized 
system is crucial for improving the system. 

5.6.3 Limitations of this study 
The specific system under investigation, Prospector, may have influenced 
the distribution of user comments. So what is the generalizability of the 
findings of this study to evaluation in general? In the case of generic usabil-
ity issues, which we have so far reported on in a general way, the results are 
indeed heavily influenced by the issues present in the system under investi-
gation, as in any usability study. For the issues related to personalization, we 
think that the conclusions hold for formative evaluations of systems that 
apply a similar form of personalization as Prospector: link sorting. The sys-
tem may have influenced the number of comments per issue on personaliza-
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tion, but this does not affect the general trend over multiple methods. Ex-
amples of such similar forms of personalization include altering text frag-
ments (as in personalized recommendations), or link annotation (where per-
sonally important links on a website stand out by using divergent colors or 
fonts). These techniques have a similar approach as they create a personal 
lay-out of text. They also have a similar goal as they aim to guide the user to 
personally relevant information. Whether or not the results hold for a forma-
tive evaluation of personalized systems in general, is difficult to say. Other 
forms of personalization may have a different approach and goal. Link hid-
ing, for example, is a form of personalization that needs to be evaluated dif-
ferently. People might not notice that something is being personalized, as 
they cannot see the personalization being done. As a result, thinking-aloud 
sessions may be useless here. In order to find out which evaluation methods 
are best suited to evaluate other forms of personalization, future studies us-
ing systems that apply a different personalization technique are necessary. 

The interview and questionnaire items used in this study were just a se-
lection of all the possible items one can create. The items one uses influence 
the kind of comments elicited from participants as they guide the partici-
pants’ line of thought. Therefore, it may be possible that other items may 
have elicited other kinds of comments. We could have tested this by using 
multiple questionnaires or interview schemes. However, feasibility con-
straints prevented us from doing so as it would have necessitated a larger 
group of participants. We are of the opinion that the items we formulated 
were well-suited for eliciting the desired comments. At the same time, we 
realize that using interview and questionnaire items that have been opti-
mized after several rounds of testing may have led to different results. How-
ever, such items are currently not available. In the future, it would be worth 
replicating this study with the same items to confirm the results we found, 
or to use items that are the result of iterative questionnaire or interview de-
sign to see whether other questionnaires or interviews might yield different 
results. 

5.6.4 The integrated, formative evaluation of personalization 
The results of this study will encourage evaluators to apply both thinking-
aloud and questionnaires in the formative evaluation stage of a personalized 
system. This dual approach elicits the most important problems and does so 
in a valid way. If one is primarily interested in the effectiveness and effi-
ciency of the system (as is the case in the summative evaluation stage), other 
user-centered evaluation methods may have a bigger yield. Thinking-aloud, 
for example, may be less suitable in this instance, as thinking-aloud may 
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require mental effort from participants which can lengthen the time they 
need to complete test tasks (Hertzum, Hansen, & Andersen, 2009; 
Holzinger, 2005). 

A formative evaluation of a personalized system will never focus solely 
on specific or generic usability issues. The two are inseparable. For exam-
ple, if a user does not improve his/her user model correctly because he or 
she cannot operate the visualization technique applied in the interface, one 
might be tempted to say that there is only a generic usability problem. How-
ever, as a result, the system may store an incorrect assumption about the 
user and utilize it to generate personalized output. This way, the problem 
influences the quality of the personalized output and can become a specific 
issue. It would, therefore, be too limiting to evaluate a personalized system 
exclusively from a personalization or a generic usability perspective. 

We would like to stress that the array of user-centered evaluation meth-
ods is much larger than merely questionnaires, interviews and thinking-
aloud sessions. We assume that other methods (e.g., expert reviews) can 
also contribute positively to the evaluation of a personalized system. It 
would be worthwhile comparing more methods systematically in order to 
understand and fine-tune the full range of possibilities that evaluators of 
personalized systems have at their disposal. 
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In chapter 2 to 5 I have discussed studies related to four phases in the user-
centered design process. These studies have resulted in concrete design 
guidelines for personalization or insights in the value of different methods 
for requirements engineering or formative evaluations, when applied to per-
sonalization. 

In the final chapter of this thesis, I will summarize the main findings of 
these studies and discuss how the user-centered design approach can be of 
added value for personalized system design in the future. 
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6.1 Main findings of this thesis 
In chapter 1, I introduced the concept of personalization and showed how 
tailored electronic communication is the product of centuries of evolution. 
Personalization involves gearing communication towards an individual’s 
characteristics, preferences and context. User-Centered Design (UCD) was 
proposed as a means to achieve a good fit between personalized communi-
cation and the individual user. This means that design of personalization 
should include an initial focus on users and their tasks, studies should be 
conducted that focus on actual user behavior and perceptions, and finally, an 
iterative design approach should be applied. In this way, problematic issues 
related to specific, personalized usability issues, such as privacy or a need 
for control, can be prevented. 

Chapter 2 addressed an early stage in the UCD process of personaliza-
tion to determine the role of trust in the organization providing personaliza-
tion, trust in the technology, and perceived controllability in relation to the 
intention of potential users to use online content personalization. Using an 
online questionnaire, 1,141 participants were demonstrated four common 
approaches to online content personalization and a non-personalized base-
line condition with respect to a fictive municipality. We assessed participant 
perceptions of the aforementioned factors and determined their influence on 
the intention to use the different approaches to online content personaliza-
tion. Trust in the organization appeared to play no role in the decision to use 
online content personalization. Trust in the technology had a moderate ef-
fect on the intention to use, while perceived controllability was overall the 
most important antecedent. When designing online content personalization, 
it is therefore most important to provide users with the option to control 
personalization. Next, users should be assured that they are interacting with 
an organization in a secure electronic environment. 

The requirements engineering phase was focus of chapter 3. In that 
chapter, we proposed a user-centered approach to requirements engineering 
for personalized e-Government services and demonstrated its value by 
means of a case study. The approach utilized interviews and formulated re-
quirements by focusing on concrete and measurable criteria, low-delity 
prototyping, and evaluating by means of a citizen walkthrough. The case 
study reaffirmed the importance of applying an iterative approach to design, 
as the translation of user input into system design may not align with the 
original characteristics, preferences and contexts of the user. Furthermore, 
using a citizen walkthrough, the proposed approach succeeded in making 
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personalization understandable to participants, which is an important objec-
tive for evaluating personalization. Finally, the case study demonstrated that 
a multidisciplinary design team is a crucial aspect of creating personalized 
e-Government services. 

In chapter 4, we reviewed literature that focused on user-centered 
evaluation of personalization (i.e., evaluations that include an assessment of 
subjective criteria or the identification of usability problems). The findings 
indicate that current user-centered evaluations, as reported in the scientific 
literature, are not well-aligned with the principles of UCD. Questionnaires 
appeared to be exceedingly popular, while methods that have been found to 
identify usability problems well, such as thinking-aloud techniques, are only 
used sparingly. Specific usability issues for personalization are only rarely a 
topic of investigation. In the last few years, however, an increasing number 
of publications have reported on evaluations that focus on acceptance, itera-
tive design or system trust. This trend suggests that personalization re-
searchers are becoming aware of the added value of user-centered evalua-
tions and are starting to make it part of their common research practice. 

Chapter 5 reported a comparison of the usefulness of three methods (i.e., 
interviews, questionnaires with open-ended questions and concurrent think-
ing-aloud techniques) for identifying usability issues in personalized sys-
tems. Thinking-aloud was the only method that uncovered all critical and 
serious problems related to personalization as well as usability problems not 
related to personalization. Furthermore, it was also the method that best elic-
ited participant feedback on the perceived quality of personalized output. 
Comments on the specific usability issues for personalization were elicited 
best by the questionnaire. Therefore, when evaluating a personalized system 
in order to obtain input for redesign purposes, we recommend a combination 
of thinking-aloud techniques and questionnaires with open-ended questions 
that address specific usability issues in personalization. 

6.2 User-centered design and layered evaluation 
The focus of this thesis has been on UCD. Of course, this is not the only 
approach available with respect to designing personalization. One technical 
approach that is receiving increasing attention in from personalization re-
searchers is so-called ‘layered evaluation’. 

The premise of this approach is that design or evaluation activities re-
lated to personalization should not be oriented toward the personalization 
process as a whole but should break it down into several steps so as to make 
it possible to pinpoint and solve problems (Brusilovsky, Karagiannidis, & 
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Sampson, 2001; Paramythis & Weibelzahl, 2005). Each step can then be 
designed or improved after assessing its validity or reliability separately. 
Such design and evaluation activities should have the goal of minimizing 
errors while interpreting information about the user, or deciding upon suit-
able personalized output. Paramythis, Weibelzahl and Masthoff (2010) have 
divided personalization into the following steps. 
1. Collection of input data 
2. Interpretation of collected data 
3. Modeling the current state of the “world” 
4. Personalization decision 
5. Application of personalization 

The first step involves the collection of input data. Input data comes 
mainly from user behavior vis-à-vis the system or from explicit user input. 
Design and evaluation should focus on the correct collection of this data, 
and as such, this is mostly a technological endeavor (Paramythis, Weibel-
zahl, & Masthoff, 2010). This step addresses questions such as are key-
strokes recorded correctly, or, is the tracking of a user’s eye movements 
precise enough? 

UCD can contribute to this step in several ways. First, users should be 
willing to provide the input data. User-centered designers can identify the 
factors that contribute to such willingness and translate this knowledge into 
personalized system design. Second, when user data are explicitly collected 
(e.g., via an e-form), users should be able to provide this data correctly. This 
means that the associated interface and interaction design should be usable. 
As the design and evaluation of usable technology are traditionally areas of 
expertise for user-centered designers, their contribution can be of great 
value here. 

The second step, interpretation of the collected data, focuses on making 
sense of the collected data. Most often, this entails making inferences about 
the user based on the collected data (Paramythis, Weibelzahl, & Masthoff, 
2010). For instance, the printing of a web site with the latest news on the 
Tour de France can be taken as an indication of a user’s interest in cycling. 
The layered evaluation approach encourages conducting design activities 
that focus on uncovering similar valid assumptions for a given system as 
well as making evaluations that determine and improve the quality of these 
assumptions in practice. 

The third step involves modeling the current state of the “world”. In this 
step, the interpreted data is stored in the user model. In some cases, this also 
involves another round of interpretation by the system of the interpreted 
data (Paramythis, Weibelzahl, & Masthoff, 2010). As in the previous step, 
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design and evaluation activities should focus on validity as the system per-
forms another round of interpretation. 

In the second and third step, user-centered designers can be of assistance 
when determining which data should be used and how this data should be 
interpreted. Ideally, the selection of data and interpretation rules are based 
on user studies and are evaluated at the earliest possible stage. User-centered 
designers can help in the design of user studies, user evaluations and the 
analysis and interpretation of results. 

In the fourth step, a system must make decisions regarding personaliza-
tion. It must be decided whether personalization is necessary, whether the 
selected personalization strategy is appropriate, and whether the applied 
personalization strategy is acceptable for the user (Paramythis, Weibelzahl, 
& Masthoff, 2010). This means the user must perceive personalization as 
useful and easy to use, and it must be in accordance with his or her prefer-
ences regarding issues such as controllability, privacy, and so on. Design 
and evaluation activities should ensure that the selected personalization 
strategy has a good fit with the user’s subjective feelings. 

User-centered designers can investigate whether personalization in a cer-
tain context is effective and efficient from a user’s point of view. Further-
more, studies on user acceptance can inform the design of personalization 
so that it takes into account user preferences on important issues in person-
alization such as privacy. 

In the fifth and final step, application of personalization, the user is con-
fronted with personalization. Here, it is important that design and evaluation 
activities ensure that the presentation of tailored output and the design of 
related interactions are free from usability issues (Paramythis, Weibelzahl, 
& Masthoff, 2010). Both traditional usability issues and specific usability 
issues for personalization play an important role here. User-centered design-
ers can play an important role in the design and evaluation of the presenta-
tion of personalized output and the design of related interactions. 

When all these separate steps for a given personalized system have been 
designed and evaluated successfully, a personalized system should function 
well. At that point, it is ready for launch and summative evaluation. 

The empirical studies in this thesis have enlarged the toolkit of designers 
and evaluators using the layered approach in several ways. The findings 
reported in chapters 2, 3 and 4 are relevant for deciding on personalization 
and applying personalization. Chapter 2 pointed out which forms of online 
content personalization are most appreciated by users and which accep-
tance-related factors are important in that context. Chapter 3 and 4 discussed 
effective methods for the engineering requirements in personalized e-
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Services as well as suitable methods for user-centered evaluations of per-
sonalization. These methods take into account the necessity, appropriateness 
and subjective acceptance of personalization (Chapter 3) as well as its us-
ability, performance and appropriateness with respect to users (Chapter 4). 
Chapter 5, finally, reports on the suitability of the three methods for identi-
fying (specific) usability issues and the subjective acceptance of personal-
ization (i.e., deciding on personalization and applying personalization). 
This chapter also revealed how evaluators can determine problems that 
originate in the interpretation of the collected data and/or the modeling of 
the current state of the “world”, which might lead to erroneously personal-
ized output. We have thus identified a method that is suitable for evaluating 
a transparent user model. 

User-centered design and layered evaluation may have a different origin 
(that is, technical versus user-focused orientations), but both approaches can 
be of great value. Ultimately, the two approaches should be integrated into a 
single design process so as to maximize the chances of success for a person-
alized system. By applying an integrated approach, personalized features 
can be created that cater to the wishes, need and unique contexts of users; 
such features should also be of high technological quality, and an integrated 
approach is best able to make correct assumptions about users and, conse-
quently, make valid decisions for users on the basis of these assumptions. 

6.3 Personalization: The Holy Grail? 
One of the steps in the layered evaluation approach deals with deciding 
upon personalization. This step raises a question that needs to be answered 
in a very early stage of system design. Is it necessary to implement person-
alized features in a given system? Or perhaps the use of this technology 
does not contribute to, or even has a detrimental effect on, the interaction 
between the user and the system? 

It has been argued, especially in the e-government literature, that per-
sonalization is a more mature form of online service delivery and by defini-
tion is better than non-personalized service delivery (Andersen & Henrik-
sen, 2006). Likewise, adaptivity has been seen as a more advanced level of 
personalization as compared to adaptability, while both approaches can be 
seen as more advanced than systems that do not apply any personalization at 
all (Paramythis, 2009). Finally, according to Plato’s view on tailoring com-
munication, as posited in Phaedrus (see Chapter 1), one should strive for 
personalization in communication by profiling an individual and then tailor-
ing communication on the basis of this profile. 
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Several findings in the studies reported in this thesis do not support the 
view that (a more advanced form of) personalization is by definition better 
for users. First, as described in chapter 2, the intention to use online content 
personalization is not greater when a more advanced form of personalization 
is available. In contrast, a non-personalized or adaptable form of content 
provision appeared to be more promising as such content provisions allow 
the user to have a higher degree of control over the communication process. 
Second, chapter 3 noted that a personalized approach to finding home help 
for social support clients was not seen by all prospective clients as a useful 
substitute for the traditional, offline approach to seeking a help: they valued 
face-to-face contact too much. Third, chapter 5 revealed the value of differ-
ent evaluation methods for the formative evaluation of personalization by 
means of a case study on personalized search. Participant comments as well 
as results from a longitudinal user study on a subsequent version of a per-
sonalized Internet search engine (see Van Velsen, König, & Paramythis, 
2009) indicated that personalization in this context does not always add 
value. More specifically, when searching for information to solve a question 
with a simple, clear-cut answer (e.g., what is the capital of Uruguay?), per-
sonalization did not seem to have an added value. When searches were of a 
more explorative nature (e.g., searching for information on Asian literature) 
or were aimed to answer a question for which there is more than one correct 
answer (e.g., finding a suitable hotel in Barcelona), the use of personaliza-
tion appeared to be more promising. 

Rather than claiming that personalization is always better than no per-
sonalization and that adaptivity is better than adaptability, it appears that a 
certain form of personalization can be better than no personalization, de-
pending on the task that is to be performed. The use of personalization 
should not automatically be assumed to be value-adding. Its use in relation 
to the task at hand should be duly considered before creating a system, and 
designer assumptions about the usefulness of personalization for a given 
task should be evaluated as early as possible in the system design process. 
This way, an inappropriate poor investment of money, time and effort can 
be prevented. Here also lies an opportunity for researchers to map the types 
of tasks for which personalization can have added value for each kind of 
system (e.g., a personalized Internet search or personalized tourist guides). 

6.4 On the Importance of the User Experience 
Not all features of a personalized system are equally important. Zhang and 
Von Dran (2001) make a distinction between three types: basic, perform-
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ance and exciting features. Basic features support the minimal needs of us-
ers and are often taken for granted by users. Performance features cater to 
the consciously stated needs of users and their implementation to ensure that 
a system becomes a viable competitor in the market. Exciting features, fi-
nally, exceed user expectations and foster user loyalty. Over time, user ex-
pectations shift and features that were initially exciting become performance 
features, which in turn may later become basic features. 

As the literature review reported in chapter 4 indicated, most research on 
personalization focuses on optimizing the effectiveness and efficiency of 
technology and, thus, on optimizing basic features. The user experience of 
personalization, which is comprised of factors like trust, predictability, and 
so on, has received relatively little attention from the research community. 
Díaz, García and Gervás (2008) have strikingly articulated the limited value 
of this focus in an article that compares system-centered evaluations (which 
focuses on effectiveness and efficiency) and user-centered evaluations of 
personalization (which focuses on user perceptions). They state: 
 
“[System-centered evaluation] may be a good alternative for guiding the 
development of algorithms, but it is a poor approach for the guiding the de-
velopment of systems designed for human users. The motor car industry has 
long since accepted that the renements and tuning possibilities that can 
make a Formula (1) prototype maximally efficient at the racing track need 
not be the kind of feature that a user wants in the car he drives to work every 
day, irrespective of the objective data presented in the dashboard or pro-
vided by the stopwatch.” (Díaz, Gercía, & Gervás, 2008, pp. 1303-1304) 
 

Usability and the user experience, which are underrepresented in per-
sonalization research, may be reflected in performance features, but they 
may also in part comprise basic features. In chapter 2, for example, we 
showed that trust in the technology and especially perceived controllability 
are very important aspects of the interaction between a user and a personal-
ized system. A lack of trust in the technology or a lack of tools for making 
personalization seem controllable may lead a user to decide not to use the 
technology, as his or her minimal needs may not be adequately addressed. 

Failing to provide performance features in personalized systems is a 
risky course of action for organizations that aim to compete with other play-
ers in the market. Their systems may function well, but they do not offer 
users that extra amount necessary to make them want to use a particular 
system instead of one provided by a competitor. Implementing performance 
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features by taking into account usability and the user experience in the de-
sign of personalization is a strategy that is likely to lead to personalized sys-
tems that not only do what they are supposed to do but are also attractive to 
(prospective) users. 

The heavy research focus on effectiveness and efficiency has resulted in 
a limited understanding of the interaction between the user and the personal-
ized system. Consequently, researchers have not been able to adequately 
provide designers with the insights or tools they need to create personalized 
systems that go beyond providing effective technology. The research com-
munity thus must broaden its focus and pay attention to not only effective-
ness and efficiency but also to the user experience of personalization to cater 
to all basic user needs and to contribute to the creation of personalized sys-
tems that can compete in the market. 

6.5 Closing Remarks 
In this thesis, I have taken a user-centered approach to design and evaluation 
of personalization. The four studies reported in this thesis have expanded 
the toolkits of designers and evaluators alike by yielding concrete design 
guidelines (specifically on the role of trust and controllability) and by un-
covering the value of different methods for the requirements engineering 
phase as well as the formative evaluation phase in the UCD process for per-
sonalization. 

I hope this thesis will inspire researchers and developers to apply a user-
centered approach when developing personalized features and to continue to 
investigate how the UCD process can be optimized to adequately address 
personalization. In the end, such efforts serve one goal: to create technology 
that serves people and society. 
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Appendix A: Exemplary screenshots 
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Appendix B: Survey items 
Construct  Item Source 

Trust in municipality   Bélanger & Carter, 2008 
 1 I can trust my municipality.  

 2 My municipality handles my personal 
data carefully.   

 3 My municipality has my best interests 
in mind.  

 4 My municipality is not trustworthy.  

Trust in technology   McKnight, Choudhury & 
Kacmar, 2002 

 1 The security on this page does not set 
my mind at rest.  

 2 
The law and security technology 
protect me well against problems on 
this page. 

 

 3 Your personal data are protected well 
when you use this page.  

 4 This page is not safe.  
Perceived controllability   Liu, 2003 

 1 I have a lot of control over what I can 
do on this page.  

 2 On this page, you can choose freely 
what you want to see.  

 3 On this page, you have absolutely no 
control over what you will see.  

 4 I can determine for myself what hap-
pens on this page.  

Intention to use    

 1 If this page existed for my neighbor-
hood, I would use it. Venkatesh & Davis, 2000 

 2 If this page existed for my neighbor-
hood, I would definitely use it. Venkatesh & Davis, 2000 

 3 I would recommend such a page to 
others.  

Gefen, Karahanna & 
Straub, 2003 

 4 I hope my municipality makes one of 
these pages for my neighborhood.  
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Appendix C: Initial item factor loadings and Cronbach’s al-
phas 

 Baseline Adaptable Adaptive/ 
demographic 

Adaptive/ 
behavior 

Adaptive/ 
psycho-
graphic 

Trust in organization alpha .87 alpha .85 alpha .89 alpha .90 alpha .93 
TO1 .80 .74 .82 .80 .85 
TO2 .65 .72 .78 .81 .81 
TO3 .79 .75 .76 .83 .81 
TO4 .66 .60 .68 .69 item removed 

Trust in technology alpha .76 alpha .85 alpha .83 alpha .88 alpha .82 
TT1 item removed .59 .58 .63 .55 
TT2 .60 .73 .67 .81 .66 
TT3 .48 .79 .73 .75 .77 
TT4 .60 .66 .68 .75 .61 

Perceived controllability alpha .74 alpha .75 alpha .76 alpha .82 alpha .84 
PC1 .59 .56 .62 .68 .68 
PC2 .59 .55 .51 .69 .72 
PC3 .41 item removed item removed .53 .59 
PC4 .55 .58 .60 .67 .73 

Intention to use alpha .89 alpha .93 alpha .89 alpha .94 alpha .95 
IU1 .72 .84 .75 .84 .88 
IU2 .80 .87 .80 .89 .93 
IU3 .72 .78 .73 .83 .85 
IU4 .77 .85 .78 .86 .89 
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Questionnaire and interview items* 
− Do you have the feeling that Prospector works predictably? If so, why? 
− Do you have the feeling that you understand how Prospector works? If 

so, why? 
− Are there certain parts of Prospector you think are hard to understand? 

And, if so, which ones are they? And why do you think these are hard to 
understand? 

− Do you have the feeling you give away control when you use Prospec-
tor? If so, why? 

− Do you have the feeling that giving Prospector information about your-
self (like indicating your interests or rating search results) costs too 
much time and effort? If so, why? 

− Do you feel that Prospector infringes on your privacy? If so, why? 
− Do you feel that gearing search results to your personal situation goes at 

the expense of discovering new (kinds of) information? If so, why? 
− Do you feel that Prospector is good enough to gear search results to your 

personal situation? 
− What reasons would prompt you to use - or not use - Prospector? 
− Do you think Prospector is better than Google? If so, why? 
 
*Items are translated from Dutch 
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Steeds meer organisaties bieden hun klanten of cliënten op maat gemaakte 
digitale communicatie aan. Deze techniek, ook wel personalisering ge-
noemd, is bij het grote publiek bekend in de vorm van Amazon boekaanbe-
velingen of de persoonlijke startpagina iGoogle. Bij personalisering wordt 
digitale communicatie op het individu en haar karakteristieken, voorkeuren 
en context afgestemd. Deze afstemming wordt gebaseerd op een gebrui-
kersmodel: een bestand waarin deze kenmerken zijn opgeslagen. Personali-
sering kan vele vormen aannemen. Zo kan de inhoud van een boodschap 
worden gepersonaliseerd (door fragmenten toe te voegen of te verwijderen), 
kan de presentatie worden aangepast (bijvoorbeeld door geen plaatjes te 
tonen als een website wordt bekeken op een mobiele telefoon), enzovoort. 

Als een organisatie besluit om gebruik te maken van personalisering in 
haar digitale communicatie zal het ontwerpteam rekening moeten houden 
met een aantal zaken tijdens het gehele ontwerptraject. Zo zijn er een aantal 
onderdelen van de gebruikerservaring waar extra aandacht aan moet worden 
geschonken. Hebben ontvangers nog wel het idee dat ze controle hebben 
over de selectie van informatie op een gepersonaliseerde website? Wordt er 
geen inbreuk op de privacy gepleegd door persoonlijke informatie op te 
slaan? En wordt een klant niet de kans ontnomen om leuke, nog onbekende 
boeken te ontdekken als aanbevelingen gebaseerd zijn op mijn koopgedrag 
uit het verleden? Daarnaast moet uit evaluaties blijken of gepersonaliseerde 
communicatie goed is afgestemd op het individu. Maar hoe doe je dit als 
iedereen een andere boodschap te zien krijgt? 

Gebruikersgericht ontwerpen kan een zeer geschikte ontwerpaanpak zijn 
voor personalisering. De filosofie achter deze ontwerpaanpak is dat vanaf 
het begin van het ontwerpproces de toekomstige gebruiker en haar taken 
centraal moeten staan, dat constant evaluaties van (tussenversies) van de 
digitale communicatie moeten worden uitgevoerd, en dat iteratief ontwerp 
moet worden toegepast. In dit proefschrift presenteer ik vier studies die bij-
dragen aan het arsenaal van ontwerp- en evaluatiemethoden van ontwerp-
teams die een gebruikersgerichte ontwerpaanpak hanteren voor het ontwer-
pen van gepersonaliseerde digitale communicatie. Daarnaast presenteer ik 
enkele concrete ontwerprichtlijnen. 

In hoofdstuk 2 bespreek ik een studie die de rol van vertrouwen en het 
gevoel van controle verkent in de totstandkoming van de beslissing om wel 
of geen gebruik te maken van een gepersonaliseerd aanbod van informatie 
op websites. Een dergelijk onderzoek hoort plaats te vinden in een zeer 
vroege fase in het ontwerpproces: de verkenning van de gebruikerscontext. 
In een online experiment werden 1.141 deelnemers een standaard, niet ge-
personaliseerde pagina van een gemeentelijke website getoond, waarna vier 
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van de vijf deelnemers ook één van vier gepersonaliseerde varianten te zien 
kreeg. Aan het begin van het online experiment werd het vertrouwen in de 
gemeente vastgesteld via een vragenlijst. Aan het einde werd, wederom door 
middel van een online vragenlijst, voor elke variant het vertrouwen in de 
technologie, het gevoel van controle, en de intentie om een dergelijke tech-
niek te gebruiken vastgesteld. Vertrouwen in de organisatie had geen in-
vloed op de gebruiksintentie, terwijl vertrouwen in de technologie voor elke 
variant van personalisering wel van invloed was. Het gevoel van controle 
bleek een zeer belangrijke invloed op deze beslissing te hebben. Dit gevoel 
van controle was het grootst voor de vorm van personalisering waarbij de 
gebruiker zelf mag kiezen welke informatie getoond wordt (adaptability; 
zoals in iGoogle). Bij het ontwerpen van een gepersonaliseerd informatie 
aanbod op websites moet men dus vooral functionaliteiten toevoegen die de 
gebruiker in staat stelt om de regie te voeren over het selectieproces. 

In hoofdstuk 3 presenteer ik een gebruikersgerichte aanpak voor het 
identificeren en formuleren van ontwerpeisen voor gepersonaliseerde elek-
tronische dienstverlening van de overheid. Dit zijn activiteiten die plaats-
vinden in een volgende fase in het gebruikersgerichte ontwerpproces: het 
vaststellen van ontwerpeisen. De gepresenteerde aanpak maakt gebruik van 
interviews, een methode om ontwerpeisen te formuleren die een extra na-
druk legt op meetbare succescriteria, het ontwerpen van ruwe prototypes en 
evaluaties door middel van demonstraties en interviews met burgers. Deze 
aanpak is gevalideerd door middel van een case study. Deze bevestigde het 
belang van iteratief design, aangezien de vertaling van uitspraken van toe-
komstige gebruikers in ontwerpeisen en vervolgens in ontwerp niet altijd 
strookt met de originele karakteristieken, voorkeuren en contexten van ge-
bruikers. De case study toonde tot slot het belang van een multidisciplinair 
ontwerpteam voor het ontwerpen van gepersonaliseerde, elektronische 
dienstverlening. 

Na het ontwerp van een (tussenversie van) gepersonaliseerde digitale 
communicatie is het zaak om verbeterpunten op te sporen (formatieve eva-
luatie) of het effect van de communicatie vast te stellen (summatieve eva-
luatie). Dit zijn de laatste stappen uit het gebruikersgerichte ontwerpproces. 
In hoofdstuk 4 staat beschreven hoe een literatuur review is uitgevoerd naar 
gebruikersgerichte evaluatie van personalisering. Dit zijn evaluaties waarin 
gebruikerservaringen van personalisering worden vastgesteld of problemen 
met betrekking tot gebruikersgemak worden opgespoord. De resultaten to-
nen aan dat evaluaties die worden gerapporteerd in de wetenschappelijke 
literatuur niet in lijn zijn met de filosofie achter gebruikersgericht ontwer-
pen. Vragenlijsten zijn zeer populair, terwijl probleemopsporende methoden 
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(zoals hardop denken) nauwelijks worden toegepast. In de laatste jaren is 
een toename te zien van studies die zich richten op acceptatie van personali-
sering en vertrouwen, of iteratief ontwerp bespreken. Deze trend suggereert 
dat gebruikersgericht ontwerpen van personalisering aan populariteit wint in 
de wetenschappelijke gemeenschap. 

In hoofdstuk 5 vergelijk ik het nut van drie methoden (interviews, vra-
genlijsten met open vragen en hardop denken) voor de formatieve evaluatie 
van personalisering. Uit deze vergelijking blijkt dat hardop denken de enige 
methode is die alle kritieke en serieuze problemen die gerelateerd zijn aan 
personalisering blootlegt. Daarnaast is dit ook de methode die het beste 
commentaar op de gepercipieerde kwaliteit van personalisering ontlokt bij 
proefpersonen. De mening van deelnemers over de specifieke onderdelen 
van de gebruikerservaring die extra aandacht vereisen bij gepersonaliseerde 
digitale communicatie (zoals privacy, een gevoel van controle, enzovoort) 
blijkt het best ontlokt te kunnen worden met behulp van vragenlijsten met 
open vragen. Ik concludeer dat bij een formatieve evaluatie van gepersonali-
seerde digitale communicatie het best kan worden gekozen voor hardop 
denken, aangevuld met vragenlijsten met open vragen die specifiek ingaan 
op onderdelen van de gebruikerservaring die van belang zijn bij gepersona-
liseerde digitale communicatie. 

In het laatste hoofdstuk van dit proefschrift bespreek ik ten eerste een 
technische ontwerpaanpak van personalisering: ‘layered evaluation’. Deze 
aanpak heeft als voornaamste doel om het proces van personalisering (ver-
zameling van data, interpretatie van data, keuze van geschikte digitale 
communicatie voor individu) te optimaliseren door middel van ontwerpstu-
dies en evaluaties tijdens het gehele ontwerpproces. Layered evaluation en 
gebruikersgericht ontwerpen hebben een eigen insteek, maar overlappen 
elkaar ook deels. In de toekomst moeten beide aanpakken geïntegreerd wor-
den zodat gepersonaliseerde digitale communicatie kan worden ontworpen 
die technisch optimaal is en voldoet aan de wensen en eisen van gebruikers. 

Uit verschillende publicaties komt de opvatting naar voren dat persona-
lisering van digitale communicatie altijd beter is dan geen personalisering, 
en dat een impliciete vorm (adaptivity) beter is dan een expliciete (adaptabi-
lity). Naar aanleiding van verschillende studies waarin de visie van gebrui-
kers over het nut van personalisering wordt vastgesteld blijkt dat een be-
paalde vorm van personalisering beter kan zijn dan geen personalisering, 
afhankelijk van de taak die de gebruiker uit wil voeren. Het is daarom van 
groot belang dat wordt onderzocht bij welke soort systeem en welke soort 
taak personalisering een toegevoegde waarde kan hebben. 
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Tot slot stip ik aan dat het huidige wetenschappelijke onderzoek zich 
voornamelijk focust op effectiviteit en efficiëntie van personalisering, ter-
wijl de gebruikerservaring achterwege blijft. Ik beargumenteer dat hoge 
effectiviteit en efficiëntie niet automatisch leiden tot gebruiksvriendelijke en 
prettige gepersonaliseerde digitale communicatie. Daarom moet onderzoek 
zich meer richten op de gebruiksvriendelijkheid en gebruikerservaring van 
personalisering. 
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